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Introduction

The discipline which is now known as geostatistics began to develop over thirty years ago for mining evaluation and since has extended to other fields of activity. Around 1960 in particular, G. Matheron built linear geostatistics. Some of its tools (variogram, kriging) are widely used nowadays. Linear geostatistics makes it possible for instance to evaluate the metal content of a mining block or panel by estimating the mean of the grades of the points in it from samples. The reader of this book is supposed to be familiar with linear geostatistics.

In the sixties non linear methods based on lognormal distributions had already been developed for the needs of South–African gold fields. To estimate a panel from samples, D. G. Krige had proposed a lognormal regression, which later led to lognormal kriging and this is still in use today. Before that H. S. Sichel had been involved in evaluating deep deposits from only a few samples. He had proposed an estimator and given confidence intervals for the mean, assuming the sample values were independent and distributed according to the same lognormal law.

But it was mainly from the seventies on that the techniques now called non linear geostatistics have been developed. Among the more and more difficult mining evaluation problems that geostatistics had to face was that of predicting the results of a selective mining process. To simplify, imagine a deposit made up of many small selection blocks before its exploitation starts. What is then important is not to have an estimated value (by kriging or other method) for the grade of each block, but to know if the grade of such small blocks, as they will be known at the time of their individual mining, will exceed the cut–off between waste and ore, and to predict the quantity of metal which will be recovered. Such a typically non linear problem arises in other fields. For instance in pollution, each time we are not really interested in obtaining an estimate, often smoothed and of a limited precision, of real values, but rather we want to find out the probability that such real values pass a threshold.

The formalism and the tools of non linear geostatistics have been developed to solve problems like these. These nonlinear methods are more powerful than their linear counterparts but are more complex mathematically. So potentially interested users are often put off by the mathematics. Nevertheless it is necessary to understand some of the mathematics to use them correctly. In particular the user must understand why and how these mathematical ideas come into play.

This text was written at the request of several users of linear geostatistics who were interested in applying nonlinear methods. So instead of being mainly mathematical it builds on their knowledge of and experience in linear geostatistics. The main developments are given in detail, but to keep the text readable the less important ones have been reduced to a minimum or omitted (e.g. estimation variances, the problems of convergence, the DK probability density function, the 1st order variogram, etc.).

I hope that the reader will grasp the essentials of the methods presented here, and that this will give him a solid grounding to which he can add more detail by further reading (for example, on the different isofactorial models used in disjunctive kriging and changing of support).
Acknowledgement:

I would like to thank Margaret Armstrong for her help with this work and her translation of the original French text, and Richard Webster for his numerous and valuable comments.
Usual notations

$Y, Z$ variables

$x$ a point in space

$Z(x)$ variable (grade for instance) at point $x$

$Y(x)$ another variable at point $x$
  (e.g. gaussian transform of the grade)

$x_a, x_β$ sample points

$ν$ a block, or its support

$V$ a larger support

$Z(ν)$ grade on support $ν$

$Y_ν$ gaussian transform of $Z(ν)$

$E(Z)$ expectation (mean value) of $Z$

$Var (Z)$ variance of $Z$

$Cov (Y, Z)$ covariance between $Y$ and $Z$

$h$ a distance, or a distance vector

$C(h)$ covariance at distance $h$

$γ(h)$ variogram

$Sph (20)$ spherical variogram with range 20 and sill 1

$F(z)$ c.d.f. of $Z(x)$
  $= P(Z(x) < z)$ probability of having $Z(x) < z$

$F_ν(z)$ c.d.f. of $Z(ν)$
  $= P(Z(ν) < z)$ probability of having $Z(ν) < z$

$1_{Y(ν) ≥ j}$ indicator of $Y(x) ≥ j$
\( T_j \) \hspace{1cm} P(Y(x) \geq j)

\( T_{ij}^h \) \hspace{1cm} P(Y(x) \geq i, Y(x+h) \geq j)

\( \gamma_j(h) \) \hspace{1cm} \text{variogram of indicator } 1_{Y(x) \geq j}

\( \gamma_{ij}(h) \) \hspace{1cm} \text{cross-variogram between indicators } 1_{Y(x) \geq i} \text{ and } 1_{Y(x) \geq j}

\( z_c \) \hspace{1cm} \text{cut-off for } Z(x) \text{ or } Z(v)

\( y_c \) \hspace{1cm} \text{cut-off for gaussian variable } Y(x) \text{ or } Y_v

\( g(t) \) \hspace{1cm} \text{p.d.f. of a standard gaussian}

\( G(t) \) \hspace{1cm} \text{c.d.f. of a standard gaussian}

\( H_n(y) \) \hspace{1cm} \text{Hermite polynomial of degree } n

\( Y_{x_i} \) \hspace{1cm} Y(x_i)

\( H_n(Y_{x_i}) \) \hspace{1cm} H_n(Y(x_i))

* \hspace{1cm} \text{as superscript implies an estimator}

K \hspace{1cm} \text{as superscript implies kriging estimator}

SK \hspace{1cm} \text{simple kriging}

OK \hspace{1cm} \text{ordinary kriging}

CK \hspace{1cm} \text{cokriging}

DK \hspace{1cm} \text{disjunctive kriging}

CE \hspace{1cm} \text{conditional expectation}

\( \lambda_{x_i} \) \hspace{1cm} \text{weight of sample point } x_i

\( \lambda_{n_i} \) \hspace{1cm} \text{weight of Hermite polynomial } H_n(Y_{x_i}) \text{ at sample point } x_i

\( q \) \hspace{1cm} \text{a correlation coefficient}

\( q(h) \) \hspace{1cm} \text{a correlogram (normed covariance) at distance } h

\( q_{x_i x_j} \) \hspace{1cm} \text{correlation between } Y(x_i) \text{ and } Y(x_j)
\Phi(y) \quad \text{gaussian anamorphosis function of } Z(x)

\phi_n \quad \text{coefficient of order } n \text{ when expanding } \Phi \text{ into Hermite polynomials}

\sigma^2 \quad \text{a variance}

\sigma^2_K \quad \text{kriging variance}

\Phi(\nu) \quad \text{gaussian anamorphosis function of } Z(\nu)

r \quad \text{change of support coefficient}

T \quad \text{proportion of ore}

Q \quad \text{quantity of metal}

B \quad \text{conventional profit}
PART ONE: POINT ESTIMATION
1. Reminder on Cokriging

Cokriging will be used in the following chapters to define the disjunctive kriging estimator. In the present chapter we will give some reminders, in particular of the cases where cokriging simplifies.

1.1 Why use Cokriging?

Should we use cokriging to estimate several variables or would it suffice to kringe them separately? There are two main reasons for using cokriging.

1) When kriging an undersampled variable, cokriging allows us to take advantage of the information available on another variable which is related to the first and for which there are more data.

2) When the values of all variables are available at all sample points, it improves the coherence between the estimated values by taking account of the relationship between them.

We now consider the second case. As a simple example we shall estimate the bottom \( Z_1(x) \) and the top \( Z_2(x) \) of a seam of rock. Kriging gives the best linear estimate of each of the variables separately. But most of the time we are also interested in the thickness of the seam \( T(x) \):

\[
T(x) = Z_2(x) - Z_1(x)
\]

Knowing any two of the three variables \( Z_1(x), Z_2(x) \) and \( T(x) \) we can obtain the third one by simple addition or subtraction. Unfortunately the same simple relations do not apply to the kriged estimates. In general the difference:

\[
Z_2(x)^K - Z_1(x)^K
\]

does not equal \( T(x)^K \).

In contrast, cokriging gives the best linear estimate of the variables and of linear combinations of them. So the cokriged estimates satisfy:

\[
Z_2(x)^{CK} - Z_1(x)^{CK} = T(x)^{CK}
\]

Comments:

Kriging a positive variable does not guarantee that the resulting estimate will be positive. Similarly cokriging the above variables does not guarantee that the kriged estimate of thickness \( T(x)^{CK} \) will be positive, either. To ensure this, more elaborate techniques are required.
1.2 Simplifying Cokriging

In order to use cokriging, we need to know the cross variograms (or covariances) of the variables as well as the auto variograms. A mathematically consistent coregionalisation model must be fitted to all these variograms, whose number increases with the square of the number of variables. The size of the cokriging system also increases with the number of variables. So it will be profitable if cokriging can be simplified.

In fact, two types of model allow us to do this. So it is useful in practice to try to get back to these. In both cases the cokriging estimates are simply obtained by solving some kriging systems.

In what follows we shall assume stationarity unless explicitly stated otherwise.

1.3 Intrinsically Correlated Variables

Let $Z_1(x), Z_2(x), \ldots, Z_n(x)$ be variables whose auto and cross covariances (or only variograms) are all the same apart from a multiplicative factor. That is, if the cross covariance between $Z_i(x)$ and $Z_j(x)$ is $C_{ij}(h)$, then:

$$C_{ij}(h) = \text{Cov} [Z_i(x + h), Z_j(x)] = C_{ii}(0) \varphi(h)$$

where $\varphi(h)$ is a spatial correlation function and $C_{ii}(0)$ is a constant.

In general the correlation between two variables $Z_i(v)$ and $Z_j(v)$ depends on their support $v$ (which may be just a point) and on the field $V$ described by $v$. It is not an inherent characteristic. On the contrary, when all the variograms are multiples of each other the correlation is said to be *intrinsic*: it does not depend on $v$ and $V$ (Matheron 1965, p.149; Journel 1977, p.237 and Journel and Huijbregts 1978, p.174, call this model “the intrinsic coregionalisation”).

Using this model (and assuming that all the variables have been measured at all sample points), cokriging any variable (or a linear combination of the variables) is just the same as kriging that variable. Only one kriging system has to be solved, the weights for any sample are the same for all the variables.

1.4 Factorizing the $Z_1, Z_2, \ldots, Z_n$

Suppose there is no spatial correlation between $Z_1(x), Z_2(x), \ldots, Z_n(x)$, i.e. their correlation coefficients are zero and their cross–covariances are identically null. Then kriging each of these variables is equivalent to cokriging it.

Suppose now a correlation exists between these variables. It is sometimes possible to go back to other variables which have no spatial correlation and whose kriging will give the cokriging of all variables. This is the case when we can combine linearly the $Z_i(x)$,
$Z_2(x), \ldots, Z_n(x)$ to built a set of spatially uncorrelated variables $Y_i(x)$, which can in their turn be combined linearly to give the $Z_j(x)$. That is,

$$Z_j(x) = \sum_i a_{ji} \ Y_i(x)$$

These variables $Y_i$, which can be obtained at each sampling point from the $Z_j$, are spatially uncorrelated; and so kriging them is equivalent to cokriging them:

$$Y_j^{\text{CK}} = Y_i^K$$

Then we obtain the cokriged estimates of the $Z_j$:

$$Z_j^{\text{CK}} = \sum_i a_{ji} \ Y_i^K$$

We call these variables $Y_i$ the factors, and so factorizing the $Z_j$ is just their decomposition into these factors.

The estimation errors $Y_i - Y_i^K$ are uncorrelated, and so their estimation variances give that of $Z_j$:

$$Z_j - Z_j^{\text{CK}} = \sum_i a_{ji} (Y_i - Y_i^K)$$

$$\text{Var} [Z_j - Z_j^{\text{CK}}] = \sum_i (a_{ji})^2 \ \text{Var} (Y_i - Y_i^K)$$

1.5 Examples

Let us now return to our initial example to illustrate these models.

a) Assume that the top $Z_2(x)$ and the bottom $Z_1(x)$ of a seam have the following coregionalisation model:

\[
\begin{align*}
C_1 (h) &= 16 \ Sph (100) + 16 \ Sph (20) \\
C_2 (h) &= 25 \ Sph (100) + 25 \ Sph (20) \\
C_{12} (h) &= 16 \ Sph (100) + 16 \ Sph (20)
\end{align*}
\]

where $C_1(h)$, $C_2(h)$ and $C_{12}(h)$ denoted the auto and cross covariances for the variables, and where $16 \ Sph (100)$ denotes a spherical model with a range of 100 and a sill of 16.

These three covariances functions are all proportional to $Sph (100) + Sph (20)$. And so $Z_1$ and $Z_2$ are intrinsically correlated.

b) Now consider this coregionalisation model:
\[
\begin{align*}
C_1 (h) &= 16 \text{ Sph (100)} \\
C_2 (h) &= 25 \text{ Sph (100)} + 25 \text{ Sph (20)} \\
C_{12} (h) &= 16 \text{ Sph (100)} \\
\end{align*}
\]

Here the structure of \( Z_1, C_1(h) \), is the same as the cross-structure, \( C_{12}(h) \). This enables us to rewrite the structure of \( Z_2 \) as:
\[
C_2 (h) = 16 \text{ Sph (100)} + 9 \text{ Sph (100)} + 25 \text{ Sph (20)}
\]

This means that we can represent \( Z_2 \) as the sum of two components, \( Z_1(x) \) and \( T(x) \):
\[
Z_2(x) = Z_1(x) + T(x)
\]

where \( T(x) = Z_2(x) - Z_1(x) \) has the covariance:
\[
9 \text{ Sph (100)} + 25 \text{ Sph (20)}
\]

and is spatially uncorrelated with \( Z_1(x) \).

The model has effectively been factorized into \( Z_1(x) \) and \( T(x) \), and so we can krig these components separately to obtain the cokriged estimates:
\[
\begin{align*}
Z_1(x)^{CK} &= Z_1(x)^K \\
T(x)^{CK} &= T(x)^K \\
Z_2(x)^{CK} &= Z_1(x)^{CK} + T(x)^{CK} = Z_1(x)^K + T(x)^K
\end{align*}
\]

Comments on this last example

1. As we are dealing with stationary variables we can calculate their means and then write them as:
\[
\begin{align*}
Z_1(x) &= m_1 + (Z_1(x) - m_1) \\
Z_2(x) &= (m_1 + m_T) + (Z_1(x) - m_1) + (T(x) - m_T)
\end{align*}
\]

with \( m_1 + m_T = m_2 \).

We have:
\[
\text{Cov} [Z_1(x), T(x + h)] = E [(Z_1(x) - m_1)(T(x + h) - m_T)] = 0
\]

Since the expected value of the product of \( Z_1(x) \) and \( T(x + h) - m_T \) is zero for any \( x \) and \( h \), the two random functions \( (Z_1(x) - m_1) \) and \( (T(x) - m_T) \) are said to be orthogonal.

2. The variable \( T(x) \), which has the covariance:
\[
9 \text{ Sph (100)} + 9 \text{ Sph (20)}
\]

can be split into two spatially uncorrelated components with ranges of 100 and 20 respectively. But, in contrast to \( Z_1(x) \) and \( T(x) \), these components cannot be obtained experimentally at a given point \( x \) from \( Z_1(x) \) and \( Z_2(x) \).
2. Indicator Functions

Linear geostatistics deals only with linear combinations of the variable under study $Y(x)$. This makes it possible to estimate linearly the value of the variable at a given point or over a given domain.

Sometimes we need to estimate, not $Y(x)$ itself, but one or more functions $f[Y(x)]$ of $Y(x)$. Considering linear combinations of the variable $Y(x)$ is no longer sufficient and we call on nonlinear methods: in particular the conditional expectation that will be given in chapter 7, and disjunctive kriging introduced in the present chapter.

What makes the indicators interesting is the fact that any function $f[Y(x)]$ can be expressed in terms of the indicators of $Y(x)$. By cokriging these indicators we obtain the DK estimate.

2.1 Coding through Indicators

Suppose that a random function $Y(x)$ can take a finite number of values. If, for example, these values are 0, 1, 2 and 3 then at each point $x$ $Y(x)$ must take just one of them. That is,

$$Y(x) = 0 \text{ or } 1 \text{ or } 2 \text{ or } 3$$

We may code these different possibilities by using indicator functions (called indicators, for short). If $Y(x) = i$ then the indicator $1_{Y(x) = i}$ is equal to 1, and to 0 otherwise. Since $Y(x)$ can take only one value at any one place, this coding is said to be disjunctive. At any point $x$, one and only one of the indicators is equal to 1, and the others are all zero. So:

$$\sum_i 1_{Y(x) = i} = 1_{Y(x) = 0} + 1_{Y(x) = 1} + 1_{Y(x) = 2} + 1_{Y(x) = 3} = 1$$

Thus we need to know only three of the four indicators in order to deduce the other one.

2.2 Developing functions

This disjunctive coding and these indicators are valuable because they allow us to express any function of $Y(x)$ conveniently. Let us consider, for example, a function $f(Y(x))$ that takes the values $f_0, f_1, f_2$ and $f_3$ when $Y(x)$ takes the values 0, 1, 2 and 3. This function can be written as:

$$\sum_i f_i 1_{Y(x) = i} = f_0 1_{Y(x) = 0} + f_1 1_{Y(x) = 1} + f_2 1_{Y(x) = 2} + f_3 1_{Y(x) = 3}$$
We can see this by examining what happens when \( Y(x) \) takes each value. If \( Y(x) = 0 \) then
\[
\sum f_i 1_{Y(x) = i} = f_0 \times 1 + f_1 \times 0 + f_2 \times 0 + f_3 \times 0 = f_0
\]
Similarly for the other three possible values.

Examples

1. The variable \( Y(x) \) itself can be written using indicators:
\[
Y(x) = 0 \ 1_{Y(x) = 0} + 1 \ 1_{Y(x) = 1} + 2 \ 1_{Y(x) = 2} + 3 \ 1_{Y(x) = 3}
\]

2. In geostatistics we often use indicators above a cut-off value. For example, the indicator \( 1_{Y(x) \geq 2} \) takes the value 1 when \( Y(x) \geq 2 \), and 0 otherwise. So we have:
\[
1_{Y(x) \geq 2} = 1_{Y(x) = 2} + 1_{Y(x) = 3}
\]

3. If \( Y(x) \) represents the grade in a particular substance (e.g. metal concentration) of a sample taken at point \( x \), the variable in example 2 indicates whether the grade equals or exceeds the cutoff at 2. When multiplied by the weight of the sample this indicator represents the weight of the ore above the cutoff.

4. Similarly the quantity of metal at the 2 cutoff contained in the sample is taken as 0 if the grade \( Y(x) \) is less than 2, and is equal to the product of the grade by the weight of the sample if \( Y(x) \geq 2 \). So it is equal to:
\[
Y(x) \ 1_{Y(x) \geq 2}
\]
multiplied by the weight of the sample.

2.3 Limits of linear geostatistics

As the reader knows, linear geostatistics deals only with linear combinations of the variable under study \( Y(x) \). This makes it possible to estimate the value of the variable \( Y(x) \) at a given point \( x \), or its regularized \( \frac{1}{V} \int_V Y(x) \, dx \) over a given domain \( V \), using a linear combination of the values \( Y(x_a) \) known at sample points \( x_a \) (for instance kriging).

Linear geostatistics also provides the variance of estimation (i.e. the variance of the difference between true and estimated values). A small estimation variance means a good precision.

Now let us return to our variable \( Y(x) \) which can take the values 0, 1, 2, or 3. Imagine that its kriged estimate \( Y(x)^k \) at a given point \( x \) equals 1. If the estimation variance is small,
there is a high chance for the true value \( Y(x) \) not to exceed 2. But if the estimation variance is not small, as usually happens, the estimated value \( Y(x)^e \) = 1 only represents an average of tendencies. The true value may be equal to 1, but it may also equal 0, 2 or 3. The fact that the estimate \( Y(x)^e \) is smaller than 2 does not mean that the true value \( Y(x) \) cannot be equal to or larger than 2, which is represented by the indicator \( 1 \ Y(x) \geq 2 \).

This distinction is essential when we want to make predictions relative to cut-off values. In the environmental sciences for instance, we may be interested in estimating in the form of a probability whether a variable \( Y(x) \) passes a threshold, e.g. \( 1 \ Y(x) \geq 2 \). To predict the results of a selective mining process, we want to estimate indicators such as \( 1 \ Y(x) \geq 2 \) (which gives the ore above the cut-off 2), and also the corresponding quantities of metal.

As we can see, computing an estimate for the variable \( Y(x) \) is not the solution when we need to estimate, not \( Y(x) \) itself, but one or more functions \( f(Y(x)) \) of \( Y(x) \) : indicators, metal quantities, etc. We then call on non linear methods like the conditional expectation (chapter 7) or disjunctive kriging.

2.4 Disjunctive Kriging DK

As we have seen, the family of indicators \( 1 \ Y(x) = 0 \), \( \ldots \), \( 1 \ Y(x) = 3 \) allows us to express any function of \( Y(x) \) as:

\[
f(Y(x)) = f_0 \ 1 \ Y(x) = 0 \ + \ \ldots
\]

If we can estimate all of the indicators, we can obtain an estimate of \( f(Y(x)) \) for any function \( f \). The disjunctive kriging estimator is defined as that given by cokriging all the indicators:

\[
[f(Y(x))]^{DK} = f_0 \ [1 \ Y(x) = 0]^{CK} + f_1 \ [1 \ Y(x) = 1]^{CK} + \ \ldots
\]

In particular the DK of an indicator is equal to its cokriging with all the indicators:

\[
[1 \ Y(x) = 0]^{KD} = [1 \ Y(x) = 0]^{CK}
\]

Note that disjunctively kriging the sum (or similarly the difference) of two functions is equivalent to summing the two DK estimates. That is:

\[
[f(Y(x)) + g(Y(x))]^{DK} = [f(Y(x))]^{DK} + [g(Y(x))]^{DK}
\]

This ensures consistency between the estimates of different functions.

2.5 Other Generating Families

Since in our opening example \( 1 \ Y(x) = 0 = 1 - \sum_{i=1}^{3} 1 \ Y(x) = i \), we can write:
\[ f(Y(x)) = f_0 \left( 1 - \sum_{i=1}^{3} 1_{Y(x) = i} \right) + \sum_{i=1}^{3} f_i 1_{Y(x) = i} \]

\[ = f_0 1 + \sum_{i=1}^{3} \left( f_i - f_0 \right) 1_{Y(x) = i} \]

This shows that \( (1, 1_{Y(x) = 1}, 1_{Y(x) = 2}, 1_{Y(x) = 3}) \) is also a generating family.

Sometimes, it is more convenient to consider the cumulative indicators:

\[
\begin{align*}
1_{Y(x) \geq 0} &= 1 \\
1_{Y(x) \geq 1} &= 1_{Y(x) = 1} + 1_{Y(x) = 2} + 1_{Y(x) = 3} \\
1_{Y(x) \geq 2} &= 1_{Y(x) = 2} + 1_{Y(x) = 3} \\
1_{Y(x) \geq 3} &= 1_{Y(x) = 3}
\end{align*}
\]

Clearly we have:

\[
\begin{align*}
1_{Y(x) = 3} &= 1_{Y(x) \geq 3} \\
1_{Y(x) = 2} &= 1_{Y(x) \geq 2} - 1_{Y(x) \geq 3} \\
1_{Y(x) = 1} &= 1_{Y(x) \geq 1} - 1_{Y(x) \geq 2} \\
1_{Y(x) = 0} &= 1 - 1_{Y(x) \geq 1}
\end{align*}
\]

Since any function of \( Y(x) \) can be expressed in terms of the indicators \( (1_{Y(x) = 0}, \ldots, 1_{Y(x) = 3}) \), it can also be written in terms of \( (1, 1_{Y(x) \geq 1}, \ldots, 1_{Y(x) \geq 3}) \), which also forms a generating family.

### 2.6 What do we need for Disjunctive Kriging?

All the generating families are equivalent. So we may cokrige using \( (1_{Y(x) = 0}, \ldots, 1_{Y(x) = 3}) \) or using \( (1, 1_{Y(x) \geq 1}, \ldots, 1_{Y(x) \geq 3}) \); let us consider the second case. We clearly must know the auto and cross covariance functions (or variograms) of the cumulative indicators.

Let \( T_i \) denote the probability that \( Y(x) \) exceeds or equals \( i \), which is the expectation of the indicator \( 1_{Y(x) \geq i} \).
\[ T_i = P \left( Y(x) \geq i \right) = E \left[ 1_{Y(x) \geq i} \right] \]

\( T_i \) is just the inverse cumulative distribution function of \( Y(x) \). We can write the covariance functions as:

\[
C_1 (h) = \text{Cov} \left[ 1_{Y(x) \geq 1}, 1_{Y(x+h) \geq 1} \right]
\]

\[ = E \left[ 1_{Y(x) \geq 1} \cdot 1_{Y(x+h) \geq 1} \right] - (E \left[ 1_{Y(x) \geq 1} \right])^2 \]

and similarly the cross-covariance functions as:

\[
C_{12} (h) = \text{Cov} \left[ 1_{Y(x) \geq 1}, 1_{Y(x+h) \geq 2} \right]
\]

\[ = E \left[ 1_{Y(x) \geq 1} \cdot 1_{Y(x+h) \geq 2} \right] - E \left[ 1_{Y(x) \geq 1} \right] E \left[ 1_{Y(x+h) \geq 2} \right] \]

Let \( T_{ij}^h \), where the superscript means at lag \( h \), denote the bivariate distribution of \( Y(x) \) and \( Y(x+h) \):

\[
T_{ij}^h = P(Y(x) \geq i, Y(x+h) \geq j) = E \left[ 1_{Y(x) \geq i} \cdot 1_{Y(x+h) \geq j} \right]
\]

We have:

\[
C_1 (h) = T_{11}^h - (T_1)^2
\]

\[
C_{12} (h) = T_{12}^h - T_1 \cdot T_2
\]

This gives:

\[
T_{11}^h = C_1 (h) + (T_1)^2
\]

\[
T_{12}^h = C_{12} (h) + T_1 \cdot T_2
\]

So knowing the auto and cross covariance functions is equivalent to knowing the bivariate distributions of \( Y(x) \) and \( Y(x+h) \) for any lag \( h \). In the same way that kriging is based on the variogram, so disjunctive kriging is based on these bivariate distributions.

In practice we have to fit a model to the bivariate distributions, or what amounts to the same thing, to fit a model to the coregionalisation of the indicators. Using this model makes it possible to perform DK (i.e. cokriging of indicators).

However the size of a cokriging system increases with the number of indicators – here the number of indicator variables. So as before we look for models that simplify the cokriging. These are the mosaic model presented in the next chapter or isofactorial models like those we will see afterwards.
3. The Mosaic Model: Indicators that are Intrinsically Correlated

The mosaic model is a very simple one in which the auto and cross structures of all functions of \( Y(x) \) are the same. In consequence the indicator cokriging (i.e. the disjunctive kriging) is reduced to a kriging.

Suppose we have a region that consists of a mosaic of random compartments in any one of which the value of \( Y(x) \) is constant. Moreover, the value in each compartment is independent of the values in the other compartments, but the values all come from a common distribution. An example is given in Figure 1.

![Figure 1: Example of mosaic](image)

Let \( \rho(h) \) be the probability that two points, \( x \) and \( x + h \), a distance \( h \) apart, belong to the same compartment. If they do, then \( Y(x) = Y(x+h) \). If \( x \) and \( x + h \) belong to different compartments, which happens with a probability \( 1 - \rho(h) \), then \( Y(x) \) and \( Y(x+h) \) are independent.

So we have:

\[
E \left[ Y(x) \ Y(x + h) \right] = E \left[ Y(x)^2 \right] \rho(h) + \left[ E \left( Y(x) \right) \right]^2 (1 - \rho(h))
\]
\[ = \varrho (h) \text{Var} \ Y(x) + \left[ E (Y(x)) \right]^2 \]

This gives us the covariance:

\[ \text{Cov} [Y(x), Y(x + h)] = \varrho (h) \text{Var} \ Y(x) \]

Similarly for any function \( f(Y(x)) \):

\[ \text{Cov} [f (Y(x)), f (Y(x + h))] = \varrho (h) \text{Var} [f (Y(x))] \]

If we now consider any two functions \( f(Y(x)) \) and \( g(Y(x)) \), then it is easy to show that:

\[ \text{Cov} [f (Y(x)), g (Y(x + h))] = \varrho (h) \text{Cov} [f (Y(x)), g (Y(x))] \]

So the auto and cross covariances of all functions of \( Y(x) \) are proportional to \( \varrho (h) \). In particular this is true of the indicator functions, which are therefore intrinsically correlated (see 1.3).

So cokriging them is equivalent to kriging them. We need to solve only a single kriging system, the one based on \( \varrho (h) \), to get the kriging weights for all the indicator functions, and for all possible functions of \( Y(x) \):

\[ [f (Y(x))]^{DK} = \sum_i f_i [1_{Y(x) = i}]^{CK} \]

\[ = \sum_i f_i [1_{Y(x) = i}]^K \]

\[ = [\sum_i f_i 1_{Y(x) = i}]^K = [f (Y(x))]^K \]

As an exercise readers should write out the above krigings explicitly in terms of the kriging weights \( \lambda_\alpha \), the data \( 1_{Y(x) = i} \) and \( f (Y(x)) \), and the mean values \( E [1_{Y(x) = i}] = P [Y(x) = i] \) and \( E [f(Y(x))] \) which have been assumed to be known. As in current use in geostatistics the \( x_\alpha \) denote the sampling points in the neighbourhood of the point \( x \).

Thus the DK of any function is very simple. It is reduced to a kriging, with weights that are the same for all functions. This makes the mosaic model very attractive. This model can be tested experimentally by comparing the auto and cross structures of some indicators, that must then be identical.

In the models we are now going to consider the indicators do not all have the same structure. Moreover there always exists some correlation between the indicators. This means that if we just krig the indicators separately the resulting estimate may be far from the optimal one (see exercise 4.3 in the next chapter).
4. Isofactorial Model with no Edge Effects: Orthogonal Indicator Residuals

In the model presented here, there are no edge effects: the edges of the set of points above a given cut-off are not poorer than the center.

It is an isofactorial model, which means that DK (i.e. indicator cokriging) is obtained by kriging the factors – here the indicator residuals.

4.1 Isofactorial Models

We have seen in 1.4 that cokriging different variables simplifies when these variables can be factorized. Then we need only to krig each factor separately.

It is the same thing for the indicator variables of a random function \( Y(x) \). Isofactorial models are models where the different indicators are factorized. Then cokriging the indicators, i.e. DK, is equivalent to kriging the factors.

There are two types of isofactorial models: those with edge effects on the regions defined by cutoffs, and those without them.

4.2 Edge Effects

Let us see what is meant by edge effects. As before, we consider a random function \( Y(x) \) that takes four values: 0, 1, 2, 3. Let \( A_I \) denote the set of points where the value of \( Y(x) \) equals or exceeds 1. So for each point \( x \) in this set we have:

\[
1_{x \in A_I} = 1_{Y(x) \geq 1} = 1
\]

Of course, the value of \( Y(x) \) for a point \( x \) inside \( A_I \) might also equal or exceed 2. But this may have less chance of happening when the point \( x \) is near the edge of \( A_I \). That is, there is an edge effect because the border areas of \( A_I \) are, on average, of lower grade than is the centre. Figure 4–1 illustrate this. In this case, the value at a point \( x \) inside \( A_I \) depends on whether a neighboring point \( x + h \) belong to \( A_I \) or not. In particular the probability:

\[
P \left[ Y(x) \geq 2 \mid Y(x) \geq 1, \ Y(x + h) < 1 \right] = \frac{P \left[ Y(x) \geq 2, \ Y(x + h) < 1 \right]}{P \left[ Y(x) \geq 1, \ Y(x + h) < 1 \right]} \tag{4-1}
\]

will depend on \( h \). In general, it increases with increasing \( h \) at least for short distances.

This can be seen experimentally using the variograms of the indicators. For example, the variogram for the indicator \( 1_{Y(x) \geq 1} \) can be written as:
\[ \gamma_1(h) = \frac{1}{2} \ E \left[ 1_{Y(x) \geq 1} - 1_{Y(x+h) \geq 1} \right]^2 \]

So it is the mean value of a term which takes the value 1 if \( Y(x) \geq 1 \) and \( Y(x + h) < 1 \) or if \( Y(x) < 1 \) and \( Y(x + h) \geq 1 \), and takes the value 0 otherwise. So:

\[ \gamma_1(h) = \frac{1}{2} \left\{ P[Y(x) \geq 1, \ Y(x+h) < 1] + P[Y(x+h) \geq 1, \ Y(x) < 1] \right\} \]

![Diagram showing the region A1](image)

**Figure 4-1**

*Example of Edge Effects. In this case, the border areas of A1 are poorer than the centre. The same is also true for A2, the set consisting of points where Y(x) ≥ 2. So these are edge effects on these sets.*

If we assume that the two probabilities are equal (that is, the distribution is symmetric in h):

\[ \gamma_1(h) = P[Y(x) \geq 1, \ Y(x+h) < 1] \]

Similarly:

\[ \gamma_{21}(h) = \frac{1}{2} \ E \left[ 1_{Y(x) \geq 2} - 1_{Y(x+h) \geq 2} \right] \left[ 1_{Y(x) \geq 1} - 1_{Y(x+h) \geq 1} \right] \]
is equal to:

\[ P \{ Y(x) \geq 2, \ Y(x + h) < 1 \} \]

Consequently we have:

\[ P \{ Y(x) \geq 2 \mid Y(x) \geq 1, \ Y(x + h) < 1 \} = \frac{\gamma_{21}(h)}{\gamma_{1}(h)} \quad (h \neq 0) \]

Using the indicator variograms it is easy to see whether there are edge effects. In general, the ratio given above increases with \( h \) for small distances, which shows the presence of an edge effect. As the border area of \( A_I \) is, in general, poorer than its centre, going from a point where the value is small to one where it is large (2 or more) generally means going through a zone of intermediate values (e.g. 1).

### 4.3 Absence of Edge Effect: Orthogonal Indicator Residuals

We still consider the random function \( Y(x) \) which takes the values 0, 1, 2, 3 and we assume that there are no edge effects on the sets \( A_I \) (contains the points where \( Y(x) \geq 1 \)) and \( A_2 \) (where \( Y(x) \geq 2 \)).

For any point \( x \) in \( A_I \) (i.e. where \( Y(x) \geq 1 \)), the fact that its value equals or exceeds 2 is independent of a neighbouring point \( x + h \) belonging to \( A_I \). That is, the indicator \( 1_{Y(x) \geq 2} \) is independent of \( 1_{Y(x+h) \geq 1} \). So:

\[ P[Y(x) \geq 2, Y(x + h) \geq 1 \mid Y(x) \geq 1] = P[Y(x) \geq 2 \mid Y(x) \geq 1] \cdot P[Y(x + h) \geq 1 \mid Y(x) \geq 1] \]

And therefore:

\[ \frac{P[Y(x) \geq 2, Y(x + h) \geq 1]}{P(Y(x) \geq 1)} = \frac{P(Y(x) \geq 2)}{P(Y(x) \geq 1)} \cdot \frac{P(Y(x + h) \geq 1, Y(x) \geq 1)}{P(Y(x) \geq 1)} \]

Using the notation introduced in 2.5, we have:

\[ T_{21}^{h} = T_{11}^{h} \frac{T_{2}}{T_{1}} \quad (4-2) \]

More generally, the bivariate distribution for \( j > i \) of these models satisfies the relation:

\[ T_{ii}^{h} = T_{ii}^{h} \frac{T_{i}}{T_{i}} \quad (4-3) \]

As a general rule, the regression between indicator functions at a given point \( x \) can be written as:

\[ E \{ 1_{Y(x) \geq 2} \mid 1_{Y(x) \geq 1} \} = \frac{T_{2}}{T_{1}} \cdot 1_{Y(x) \geq 1} \]
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This is clear as one of two things must happen:

- either the conditioning variable \( 1_{Y(x) \geq 1} \) is zero (i.e. \( Y(x) < 1 \)) and so \( 1_{Y(x) \geq 2} = 0 \);

- or alternatively \( 1_{Y(x) \geq 1} \) is equal to 1, then \( 1_{Y(x) \geq 2} \) is equal to 1 with the probability \( P(Y(x) \geq 2 \mid Y(x) \geq 1) = \frac{T_2}{T_1} \) or to 0 otherwise, and so its mean value is \( \frac{T_2}{T_1} \).

So the regression can be written as above. Its residual \( 1_{Y(x) \geq 2} - \frac{T_2}{T_1} \) \( 1_{Y(x) \geq 1} \) clearly has a zero mean and is uncorrelated with the conditioning variable \( 1_{Y(x) \geq 1} \).

When there is no edge effect, this residual is also orthogonal to \( 1_{Y(x+h) \geq 1} \):

\[
E \left[ (1_{Y(x) \geq 2} - \frac{T_2}{T_1} \ 1_{Y(x) \geq 1}) \ 1_{Y(x+h) \geq 1} \right] = \frac{T_2}{T_1} \frac{T_2}{T_1} = 0
\]

Such residuals play a special role in this model. Let us consider the family consisting of:

\[
H_0 \ (Y(x)) = 1
\]

\[
H_1 \ (Y(x)) = \frac{1_{Y(x) \geq 1}}{T_1} - 1
\]

\[
H_2 \ (Y(x)) = \frac{1_{Y(x) \geq 2}}{T_2} - \frac{1_{Y(x) \geq 1}}{T_1}
\]

\[
H_3 \ (Y(x)) = \frac{1_{Y(x) \geq 3}}{T_3} - \frac{1_{Y(x) \geq 2}}{T_2}
\]

For \( \ell > 0 \), \( H_\ell \ (Y(x)) \) is equal to the residual of \( \frac{1_{Y(x) \geq \ell}}{T_\ell} \) starting from the lower indicator \( 1_{Y(x) \geq \ell-1} \). The multiplicative factor \( \frac{1}{T_\ell} \) permits to simplify the writings. Then we have:

\[
\sum_{0}^{j} H_\ell \ (Y(x)) = \frac{1_{Y(x) \geq j}}{T_j}
\]

which means that these residuals form a generating family. Moreover, from [4-3], it follows that they are orthogonal. So these residuals factorize the indicators. They are the factors of the model whose bivariate distributions satisfy (4-3), which then is isofactorial. When using this model, we have only to krig each of the factors separately in order to cokrig the indicators or equivalently for the disjunctive kriging of any function:

\[
\frac{1_{Y(x) \geq j}}{T_j} = \sum_{0}^{j} [H_\ell \ (Y(x))]^K
\]
It is easy to extend these results to more than 4 values. However, if a variable takes many values, then these should be grouped into a few classes.

The model can be tested experimentally by comparing the indicator cross variograms \( \gamma_{ij}(h) \) with the auto variograms \( \gamma_{ii}(h) \) for \( j > i \).

### 4.4 Important Exercise

Let \( Y(x) \) be a stationary Random Function taking the values 0, 1, 2, 3, ... Suppose that the cross-variograms of its indicators \( \gamma_{ij}(h) \) are proportional to the auto variograms \( \gamma_{ii}(h) \) for \( j > i \). So the indicator residuals are orthogonal. Once they have been calculated at the sampling points, we observe that:

- the first residual \( H_1(Y(x)) = \frac{1_{Y(x) \geq 1}}{T_1} - 1 \), and hence \( 1_{Y(x) \geq 1} \), are spatially well structured;

- the other residuals \( H_2(Y(x)) = \frac{1_{Y(x) \geq 2}}{T_2} - \frac{1_{Y(x) \geq 1}}{T_1} \), \( H_3(Y(x)) \), etc ..., are pure nugget.

An example of this might be a set of mineralised veins, with a geometry which is structured, but within which the grades are completely random. The lowest cut-off, as it makes the distinction between the mineralised veins and their waste surroundings, defines the geometry of the veins.

1) First residual: show that the disjunctive kriging of the indicator \( 1_{Y(x) \geq 1} \), which then represents the geometry of veins, is equal to its kriging.

2) Other residuals: show that, at an unknown point, their kriged values are equal to 0. Deduce that the DK estimation of the indicators \( 1_{Y(x) \geq i} \) can be written:

\[
(1_{Y(x) \geq j})^{DK} = (1_{Y(x) \geq 1})^K P(Y(x) \geq j \mid Y(x) \geq 1)
\]

Note that any local estimation is based on the estimation of the geometry. This agrees with the fact that the grade at a point \( x \), knowing it belongs to the veins, is pure nugget, and then cannot be the object of a really local estimation. Whether the mineralised neighbouring grades are 1, 2 or 3, has no influence on the estimation of the different indicators.

We are far from the indicator kriging, proper to the mosaic model. This would estimate for example \( 1_{Y(x) \geq 3} \) using the indicators known for the same cut-off at 3, and would then give an illusory local influence to the high grades. All this clearly shows that the model, on which the estimation algorithm depends, has to be chosen to represent the reality at best.
4.5 Constructing the model

Constructing models with no edge effects on the sets $A_i$ is simple.

a) Start by assigning the largest value (e.g. 3) to all the points in the region.

b) Then put the next value (e.g. 2) instead of 3 in some parts of the region.

c) For another independent set of sub-regions, put the value 1 (instead of either 2 or 3).

d) Finally, for a third set that is independent of both of the previous ones, put the smallest value ($0$).

These steps are shown in Figure 4–2 a to d.

Figure 4–2
The procedure can be reversed by starting from the smallest value and working to the largest. We obtain the same model, which is just inverted. In this case there are no edge effects for the sets of points up to each cutoff, and the factors are the residuals of each indicator \( 1_{\gamma_{i}} < i \) starting from the indicator for the larger cutoff grade \( 1_{\gamma_{i}} < i + 1 \). The cross variogram \( \gamma_{ij}(h) \) between two indicators is proportional now to the variogram of the larger cutoff \( \gamma_{j}(h) \) \( (j > i) \).

The way the figure 4–2–d has been constructed makes that there is no edge effect when leaving the small values. But when leaving the large values, we meet medium values preferentially to small ones. So there are edge effects in this direction. Note that in the mosaic model of the chapter 3 there are no edge effects in either direction (i.e. working upwards or downwards). Lastly, in the models described in the following chapters (and in figure 4–1 as the reader will realize), there are edge effects in both directions.
5. Isofactorial Models with Edge Effects: the Example of the Gaussian Model

The gaussian model is the most commonly used model with edge effects. It is an isofactorial model, the factors of which are the Hermite polynomials. DK is obtained by kriging these factors separately.

In practice the variable under study seldom has a normal distribution. So a transformation is needed to get to it.

5.1 Diffusion Model

In general edge effects exist, and in order to go from a point with a value \((i-1)\) to a point with a value \((i+1)\), we go through points that take the intermediate value \(i\). We then use "diffusion models". We shall not go into the theory in detail here, but it is based on stochastic diffusion processes. Once the process has reached a certain value \(i\) at a particular time, it can remain at that value, or move to a neighbouring state – either \((i+1)\) or \((i-1)\) – but it cannot jump straight to any other value.

These models exist both when the values taken by the variable are discrete and when they are continuous. An example of the latter is the commonly used gaussian model.

5.2 Gaussian Model

In this model the variable \(Y(\tau)\) which is assumed to have zero mean and unit variance, has a normal (i.e. gaussian) distribution. That is, its pdf is:

\[
g(t) = \frac{1}{\sqrt{2\pi}} e^{-\frac{t^2}{2}}
\]

which when graphed has the familiar form in Figure 5–1. Its cumulative distribution function is the integral (Figure 5–2):

\[
G(u) = \int_{-\infty}^{u} g(t) \, dt
\]

There is no convenient analytical expression for this function. However, its values have been worked out and tabulated, and it can be approximated numerically when using computers.
The pairs of points \((Y(x), Y(x+h))\) are assumed to have a bivariate normal distribution (i.e. any linear combination of them is normal) which is characterized by their correlation coefficient \(\rho = \rho(h)\). Their pdf can be written as:

\[
g_{Q}(t, u) = \frac{1}{2\pi\sqrt{1 - \rho^2}} \cdot e^{-\frac{2tu + u^2 - 2u\rho}{2(1 - \rho^2)}}
\]

Consequently their isodensity curves are the ellipses:

\[
t^2 + u^2 - 2tu \rho = \text{constant}
\]

The scatter diagram of the pairs of values is elliptic (figure 5–3), and all the narrower that the correlation is higher. When \(\rho(h)\) is zero the variables \(Y(x)\) and \(Y(x+h)\) are independent and the scatter diagram becomes round.
5.3 Hermite Polynomials

Hermite polynomials $H_n(Y(x))$ are polynomials that have special properties related to the normal distribution. They are defined by Rodrigues's formula ($n \geq 0$):

$$H_n(y) = \frac{1}{\sqrt{n!}} \frac{d^n g(y)}{dy^n}$$  \hspace{1cm} (5-1)

where $\frac{1}{\sqrt{n!}}$ is a normalisation factor. The Hermite polynomial $H_n(y)$ is a polynomial of degree $n$. More specifically,

$$H_0(y) = 1$$

$$H_1(y) = -y$$

$$H_2(y) = \frac{1}{\sqrt{2}} (y^2 - 1)$$

The other polynomials are related and can be calculated using the recurrence relation ($n > 0$):
\[ H_{n+1}(y) = -\frac{1}{\sqrt{n+1}} y H_n(y) - \frac{n}{\sqrt{n+1}} H_{n-1}(y) \]

So it is easy to calculate the Hermite polynomials starting from the value of the normal variable \( Y(x) \). In practice, we generally need at most a few dozens of them.

Except for \( H_0(Y(x)) \) which is a constant (1), their means are:

\[ E [ H_n(Y(x)) ] = \int H_n(y) g(y) \, dy = 0 \]

and, because of the normalisation factor, their variances are:

\[ \text{Var} [ H_n(Y(x)) ] = E[ (H_n(Y(x)))^2 ] = 1 \]

Lastly when \( p \neq n \):

\[ \text{Cov} [ H_p(Y(x)), H_n(Y(x)) ] = E [ H_p(Y(x)) H_n(Y(x)) ] = 0 \]

So for a given point \( x \), the Hermite polynomials are orthogonal when \( Y(x) \) is a standard normal variable.

5.4 Expressing Functions in Terms of Hermite Polynomials

Practically any function of \( Y(x) \) can be expanded in terms of Hermite polynomials:

\[ f(Y(x)) = f_0 + f_1 H_1(Y(x)) + f_2 H_2(Y(x)) + \ldots \]

\[ = \sum_{n=0}^{\infty} f_n H_n(Y(x)) \]

Using the orthogonality of the Hermite polynomials, we find that

\[ E [ f(Y(x)) H_n(Y(x)) ] = E \left( \left[ \sum_{p=0}^{\infty} f_p H_p(Y(x)) \right] H_n(Y(x)) \right) \]

\[ = \sum_{p=0}^{\infty} f_p E [ H_p(Y(x)) H_n(Y(x)) ] \]

is equal to \( f_n \). This enables us to calculate these coefficients:

\[ f_n = E [ f(Y(x)) H_n(Y(x)) ] = \int f(y) H_n(y) g(y) \, dy \]

for any given function \( f \). In particular:
\[ f_0 = E \left[ f(Y(x)) \right] \]

**Example:** the indicator function \( 1_{Y(x) < y_c} \)

The coefficient of order \( n \) is:

\[
f_n = \int 1_{y < y_c} H_n(y) \ g(y) \ dy = \int_{-\infty}^{y_c} H_n(y) \ g(y) \ dy
\]

We find for \( n = 0 \):

\[ f_0 = G(y_c) \]

and for \( n \geq 1 \), from the definition \([5-1]\) of the polynomials:

\[ f_n = \frac{1}{\sqrt{n}} H_{n-1}(y_c) \ g(y_c) \]

Hence the expansion of the indicator:

\[
1_{Y(x) < y_c} = G(y_c) + \sum_{n \geq 1} \frac{1}{\sqrt{n}} H_{n-1}(y_c) \ g(y_c) \ H_n[Y(x)]
\]  \( (5-2) \)

So any function of \( Y(x) \), in particular any indicator of \( Y(x) \), can be expanded in terms of the generating family \( H_n(Y(x)) \). We then need only to cokrige \( H_n(Y(x)) \) in order to deduce the cokriging of the indicators and hence the disjunctive kriging of any function.

**Exercise:**

Show that the variance of \( f[Y(x)] \) is given by:

\[ \text{Var} \ f[Y(x)] = \sum_{n=1}^{\infty} (f_n)^2 \]

**Hint:** use the orthogonality of the polynomials.

### 5.5 Gaussian Disjunctive Kriging

When the pairs \( (Y(x), Y(x+h)) \) are bivariate standard normal with correlation \( \rho(h) \), the Hermite polynomials have the following property:

\[ E \left[ H_n(Y(x+h)) \mid Y(x) \right] = [\rho(h)]^n H_n(Y(x)) \]  \( (5-3) \)

and so:

\[ \text{Cov} \ [H_p(Y(x)), H_n(Y(x+h))] = E \ [H_p(Y(x)) \ H_n(Y(x+h))] \]
\[
E \ [ \ H_p(Y(x)) \ E(H_n(Y(x + h)) \mid Y(x)) ]
\]
\[
= \ [ \ \rho(h) \ ]^n \ E \ [ \ H_p \ (Y(x)) \ H_n \ (Y(x)) ]
\]

Taking \( p = n \) gives the spatial covariance of \( H_n \ (Y(x)) \) which is equal to \( \rho(h)^n \), that is, the covariance of \( Y(x) \) raised to the \( n \)th power. As \( \rho(h) < \rho(0) = 1 \), the spatial dependence of \( H_n(Y(x)) \) decreases rapidly to nothing as \( n \) increases, i.e. the structure tends to pure nugget.

For \( p \neq n \) the two Hermite polynomials \( H_n(Y(x)) \) and \( H_p(Y(x)) \) are spatially uncorrelated. They are the factors of the (bi-)gaussian model, which then is isofactorial. Consequently the polynomials have only to be kriged separately to give the cokriging of the indicators and hence the DK of any function of \( Y(x) \):

\[
f(Y(x))^{DK} = f_0 + f_1 [H_1 \ (Y(x))]^K + f_2 [H_2 \ (Y(x))]^K + ... \tag{5-4}
\]

If we denote:

\[
\begin{align*}
x_\alpha & \quad \text{the experimental points,} \\
\rho_{\alpha\beta} & = \rho (x_\alpha - x_\beta) \quad \text{the covariance between } Y(x_\alpha) \text{ and } Y(x_\beta), \\
H_n (Y_\alpha) & = H_n \ [ \ Y(x_\alpha) ] \quad \text{the Hermite polynomials},
\end{align*}
\]

we have:

\[
[ \ H_n (Y(x)) ]^K = \sum_\alpha \lambda_{n\alpha} \ H_n (Y_\alpha)
\]

where the \( \lambda_{n\alpha} \) satisfy the system:

\[
\sum_\beta \lambda_{n\beta} \ \text{Cov} \ [H_n(Y_\alpha), H_n(Y_\beta)] = \text{Cov} \ [H_n (Y_\alpha), H_n (Y(x))]
\]

i.e.

\[
\sum_\beta \lambda_{n\beta} \ [ \ \rho_{\alpha\beta} \ ]^n = [ \ \rho_{\alpha\alpha} \ ]^n \quad \text{for all } \alpha
\]

As the correlation structure \( \rho(h)^n \) of \( H_n (Y(x)) \) rapidly tends to one of pure nugget, the kriged estimator at an unknown point rapidly tends to its mean, that is, to zero. So even if the coefficients \( f_n \) are not negligible, we have to krig only fairly few polynomials in (5-4) to get the result. Usually it is less than a dozen.

Exercise:

Show that the kriging variance of \( H_n (Y(x)) \) can be written:

\[
\sigma_{kn}^2 = 1 - \sum_\alpha \lambda_{n\alpha} \ [ \ \rho_{\alpha\alpha} \ ]^n
\]

and that the DK estimation variance of \( f \ (Y(x)) \) is given by:

\[
\text{Var} \ (f[Y(x)] - f(Y(x))^{KD}) = \sum_1^\infty (f_n)^2 \ \sigma_{kn}^2
\]
5.6 Gaussian Anamorphosis or a Transformation to Normality

Gaussian disjunctive kriging presupposes that the variables \( (Y(x), Y(x+h)) \) are bivariate normal, and consequently that \( Y(x) \) is univariate normal. The variable studied, \( Z(x) \), is very rarely normally distributed, so some sort of transformation (called anamorphosis) is required to convert it to a normal variate \( Y(x) \). We then assume that the transformed pairs \( (Y(x), Y(x+h)) \) are bivariate normal.

This transformation converts the histogram of data \( Z(x) \) into a standard normal distribution, Figure 5–4.

\[\text{Figures 5–4}\]
On the cumulative distribution functions of $Z(x)$ and $Y(x)$, it associates each value $z$ with the value $y$ which corresponds to the same cumulative probability, Figure 5–5.

![Graph of F(z) and G(y)](image)

$$F(z) = P [ Z(x) < z ]$$

$$G(y) = P [ Y(x) < y ]$$

Figure 5–5

The function $z = \phi(y)$ that relates $z$ and $y$ is called the anamorphism function, Figure 5–6.

![Graph of z = \phi(y)](image)

Figure 5–6
Comments:

1) Knowing the anamorphosis of the variable Z(\(\chi\)) is equivalent to knowing its distribution. In particular the anamorphosis records the irregularities that are present in the experimental distribution and create problems when one wants to represent the distribution with a given statistical law (normal, lognormal, gamma, ...).

2) The anamorphosis of a normal variable is linear (see formula 5–5 further).

2) The lognormal case is presented in exercise 3, chapter 5.8.

5.7 Other Diffusion Models

It is not always possible to transform the variable Z(\(\chi\)) to normality. Suppose for example that we are dealing with a concentration and that 50% of the values at the sampling points are zero. They correspond to the 50% of negative gaussian equivalents, but there is a problem deciding which gaussian value we should associate each zero. An arbitrary choice for each gives a normal distribution, but the local estimates obtained from these values could well be arbitrary too. (Moreover, the bivariate distribution will not generally be normal).

Other isofactorial diffusion models can be used in cases when:

- The distribution of Z(\(\chi\)) contains "atoms" (that is, classes of identical values).

- The transformed variable Y(\(\chi\)) is not bivariate normal.

In these cases, the following models may prove to be appropriate (Matheron 1973, 1976, 1984, Hu 1988):

- The hermitian model which is a generalisation of the preceding (bi–)gaussian one. The marginal distributions are normal and the factors are still Hermite polynomials.

- The bivariate gamma, and more generally, the Laguerre models. Here the marginal distributions are gamma and the factors are the Laguerre polynomials.

- The negative binomial models which are the discrete equivalent of the previous models.

Lastly a general method has been developed for constructing isofactorial models for the discrete case on an empirical basis. (Cf. Matheron 1984, Lajaunie and Lantuéjoul 1989).
5.8 Exercises

Here are some simple exercises designed to help readers work with the normal, bivariate normal and lognormal distributions.

1) A non standard normal variable

Suppose the mean and variance of a normally distributed random variable \( Z \) are \( m \) and \( \sigma^2 \) (instead of 0 and 1 for standard variables). In this case the variable \( U = \frac{Z - m}{\sigma} \)
is a standard normal variate. In other words, any normal variable can be written as:

\[
Z = m + \sigma U \quad (5-5)
\]

where \( m \) is the mean, \( \sigma^2 \) the variance and \( U \) is the associated standard normal variate. This expression is very convenient as it allows us to express any normal variable in terms of a standard one for which we know the pdf and the cumulative distribution function.

Use this expression to show that the cumulative distribution function of \( Z \) can be written as:

\[
P(Z < z) = G\left(\frac{z - m}{\sigma}\right)
\]

Hence deduce the pdf of \( Z \) by differentiating this:

\[
\frac{1}{\sigma} g\left(\frac{z - m}{\sigma}\right) = \frac{1}{\sqrt{2\pi} \sigma} e^{-\frac{1}{2} \left(\frac{z - m}{\sigma}\right)^2}
\]

2) Conditioned normal variable (important!)

Let \((Y_0, Y_1)\) be a pair of bivariate normal random variables with a standardised distribution and a correlation coefficient \( \rho \). Consider the random variable:

\[
U = \frac{Y_0 - \rho Y_1}{\sqrt{1 - \rho^2}} \quad (5-6)
\]

a) Show that:

\[
E(U) = 0
\]

\[
\text{Var} \ (U) = 1
\]

\( U \) is normally distributed.

Consequently \( U \) is a standard normal variate.

b) Secondly show that:

\[
\text{Cov} \ (U, Y_1) = 0
\]
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So $U$ and $Y_I$ are uncorrelated. Note that the pair $(U, Y_I)$ is bivariate normal (any linear combination of $U$ and $Y_I$ is normally distributed because it is also a linear combination of $Y_0$ and $Y_I$, which are bivariate normal). As $U$ and $Y_I$ are uncorrelated and normally distributed, they are independent.

c) Show that 5–6 can be written as:

$$Y_0 = \rho Y_1 + \sqrt{1-\rho^2} U$$

where $U$ is a standard normal variate that is independent of $Y_I$. Consequently, if we know that $Y_I = y_I$, we have:

$$(Y_0 \mid Y_I = y_I) = \rho y_I + \sqrt{1-\rho^2} U$$ (5–7)

From this deduce that the variable $Y_0$ conditioned by $Y_I = y_I$ is normally distributed with mean $E(Y_0 \mid Y_I = y_I) = \rho y_I$ and with variance $1-\rho^2$.

If $Y_I = y_I$ then we can use the value $E(Y_0 \mid Y_I = y_I)$ as an estimate of $Y_0$. Note that the estimation variance of $Y_0$ given $Y_I = y_I$, i.e. $1-\rho^2$, does not depend on $y_I$.

d) Deduce the regression equation of $Y_0$ knowing $Y_I$, that is:

$$E(Y_0 \mid Y_I) = \rho Y_I$$

Note that it is linear.

e) Use the operation 5–7 to find the expression for the estimator of $1_{Y_0 < y}$ given $Y_I = y_I$:

$$E \left( 1_{Y_0 < y} \mid Y_I = y_I \right) = G \left( \frac{y - \rho y_I}{\sqrt{1-\rho^2}} \right)$$

3) Lognormal variable

A variable $Z$ is lognormal if its natural logarithm $\log Z$ is normally distributed. Let $\mu$ and $\sigma^2$ be the mean and variance of $\log Z$. We can then write:

$$\log Z = \mu + \sigma Y$$

where $Y$ is a standard normal variate. Consequently:

$$Z = e^{\mu + \sigma Y} = e^\mu e^{\sigma Y}$$

So we see that in this particular case, the anamorphosis function $Z = \phi (Y)$ is an exponential. In the subsequent calculations we shall often use:

$$E \left[ e^{\lambda U} \right] = e^{\frac{\lambda^2}{2}}$$ (5–8)
if $U$ is a standard normal variate.

a) Show that the mean of $Z$ can be written as:

$$M = E[Z] = e^{\mu + \frac{\sigma^2}{2}}$$

From this deduce that $Z$ can be written as:

$$Z = M e^{\sigma Y - \frac{\sigma^2}{2}}$$  \hspace{1cm} (5 - 9)

b) Use a similar procedure to calculate $E(Z^2)$ and hence deduce the variance of $Z$:

$$Var Z = M^2 (e^{\sigma^2} - 1)$$

4) (Bivariate) Lognormal regression

Suppose that $Z_0$ and $Z_1$ are lognormal. From (5-9) we have:

$$Z_0 = M_0 e^{\alpha_0 Y_0 - \frac{\sigma_0^2}{2}}$$
$$Z_1 = M_1 e^{\alpha_1 Y_1 - \frac{\sigma_1^2}{2}}$$

where $Y_0$ and $Y_1$ are standard normal variates and where they are bivariate normal with a correlation coefficient $p$. Knowing that $Z_1 = z_1$ is, of course, equivalent to knowing that $Y_1 = y_1$ with:

$$z_1 = M_1 e^{\alpha_1 y_1 - \frac{\sigma_1^2}{2}}$$

From 5-7, show that:

$$(Z_0 \mid Z_1 = z_1) = (M_0 e^{\alpha_0 Y_0 - \frac{\sigma_0^2}{2}} \mid Y_1 = y_1)$$

$$= M_0 e^{\alpha_0 (\alpha_1 + \sqrt{1-p^2}) y_1 - \frac{\sigma_0^2}{2}}$$  \hspace{1cm} (5 - 10)

where $U$ is a standard normal variate.

a) Use 5-8 to determine the mean of this distribution:

$$E(Z_0 \mid Z_1 = z_1) = E(Z_0 \mid Y_1 = y_1)$$

b) Given that $Z_1 = z_1$, we can use $Z_0^* = E(Z_0 \mid Z_1 = z_1)$ to estimate $Z_0$. Separate out $Z_0^*$ as a factor in the formula 5-10 and show that the conditional variable is also lognormal. Calculate the variance of this variable (see exercise 3b). This is also the estimation variance of $Z_0$ given that $Z_1 = z_1$. Note that in contrast to the normally distributed case the estimation variance depends on the value of $z_1$.  
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c) Regression: \( E(Z_0 \mid Z_1) = E(Z_0 \mid Y_1) \)

Note that it is not the initial form of \( Z_0 \), where \( Y_0 \) would have been replaced improperly by \( E(Y_0 \mid Y_1) = \varnothing \ Y_1 \)!

Show that the regression can be written as:

\[
E(Z_0 \mid Z_1) = c \ (Z_1)^{\frac{c_0}{2}}
\]

where \( c \) is a constant. Note that this regression is not linear.

Remark: the bilognormal regression is sometimes used in Uranium mining to model the relation between the radiometric measures and the chemical uranium grades.
6. More about the Gaussian Model

In the preceding chapter we saw that we had only to krig each of the Hermite polynomials \( H_n (Y(x)) \) separately in order to deduce the disjunctive kriging estimator of any function of \( Y(x) \) provided that the pairs \( (Y(x), Y(x+h)) \) are bivariate normal. This chapter gives more details on disjunctive kriging that are needed for instance to program it.

6.1 Disjunctive Kriging of the Raw Variable

The transformed variable \( Y(x) \) obtained from the raw variable \( Z(x) \) is assumed to be bivariate normal. As we saw earlier, disjunctive kriging allows us to estimate any function of \( Y(x) \) by using its expansion in terms of Hermite polynomials. So we can estimate \( Z(x) = \Phi [Y(x)] \) this way once we have its expansion:

\[
Z(x) = \Phi [Y(x)] = \phi_0 + \phi_1 H_1 [Y(x)] + \phi_2 H_2 [Y(x)] + \ldots
\]

The function \( \Phi \) can be determined graphically as was shown in figures 5-4 and 5-5. Here we shall express it in terms of the coefficients \( \phi_n \) of its expansion. We now describe a way to calculate these (Lantuéjoul and Rivoirard 1984).

Suppose there are enough sample data for the distribution of \( Z(x) \) to be known experimentally. Although there are often many different values of \( Z(x) \), there are only a finite number of them. We can arrange them in increasing order:

\[
z_1 < z_2 < z_3 < \ldots < z_l
\]

with the frequencies:

\[
p_1 \quad p_2 \quad p_3 \quad \ldots \quad p_l \quad (\sum p_i = 1)
\]

Their cumulative frequencies are:

\[
F(z_1) = P (Z(x) < z_1) = 0
\]

\[
F(z_2) = P (Z(x) < z_2) = p_1
\]

\[
F(z_3) = P (Z(x) < z_3) = p_1 + p_2
\]

\[
\ldots
\]

\[
F(z_i) = P (Z(x) < z_i) = \sum_{j=1}^{i-1} p_j
\]

\[
\ldots
\]

\[
F(z_l) = P (Z(x) < z_l) = 1 - p_l
\]
These cumulative frequencies correspond to gaussian equivalents (normal scores) \( y_i \) with the same cumulative frequency:

\[
F(z_i) = G(y_i)
\]

So we have:

\[
F(z_{i+1}) - F(z_i) = G(y_{i+1}) - G(y_i)
\]

That is:

\[
P[z_i \leq Z(x) < z_{i+1}] = P[y_i \leq Y(x) < y_{i+1}]
\]

\[
P[Z(x) = z_i] = P[y_i \leq Y(x) < y_{i+1}]
\]

So \( Z(x) \) will be equal to \( z_i \) when the gaussian equivalent lies between \( y_i \) and \( y_{i+1} \). This allows us to determine the coefficients of the transformation:

\[
\phi_0 = E[\Phi(Y(x))] = E[Z(x)] = \sum p_i z_i
\]

\[
\phi_n = E[Z(x) H_n(Y(x))] = \int \Phi(y) H_n(y) g(y) \, dy
\]

\[
= \sum_{i=1}^{l} \int_{y_i}^{y_{i+1}} z_i H_n(y) g(y) \, dy
\]

\[
= \sum_{i=1}^{l} \frac{1}{\sqrt{n}} H_{n-1}(y_{i+1}) g(y_{i+1}) - \frac{1}{\sqrt{n}} H_{n-1}(y_i) g(y_i)
\]

\[
= \sum_{i=2}^{l} (z_{i-1} - z_i) \frac{1}{\sqrt{n}} H_{n-1}(y_i) g(y_i)
\]

for \( g(y_0) = g(-\infty) = 0 \) and \( g(y_{l+1}) = g(\infty) = 0 \).

As we now know the coefficients, we can krig the \( H_n[Y(x)] \) to obtain the disjunctive kriging of \( Z(x) = \Phi[Y(x)] \):

\[
[Z(x)]^{DK} = \phi_0 + \phi_1 (H_1[Y(x)])^K + \phi_2 (H_2[Y(x)])^K + \ldots
\]

6.2 The Relation between the Covariances

Let us consider the expansion of a function \( f(Y(x)) \) in terms of Hermite polynomials:

\[
f[Y(x)] = f_0 + \sum_{n=1}^{\infty} f_n H_n(Y(x))
\]
with $f_0 = E [f(Y(x))]$. Its spatial covariance is:

$$
\text{Cov} [f(Y(x + h)), f(Y(x))] = E \left[ (f(Y(x + h)) - f_0) (f(Y(x)) - f_0) \right]
$$

$$
= E \left[ \left( \sum_{n \geq 1} f_n H_n[Y(x + h)] \right) \left( \sum_{p \geq 1} f_p H_p[Y(x)] \right) \right]
$$

Since the bivariate distribution $(Y(x), Y(x+h))$ is assumed to be normal the Hermite polynomials are orthogonal and so we obtain:

$$
\text{Cov} [f(Y(x + h)), f(Y(x))] = \sum_{n \geq 1} (f_n)^2 \ E \left[ H_n(Y(x + h)) H_n(Y(x)) \right]
$$

$$
= \sum_{n \geq 1} (f_n)^2 \ [ \rho (h)]^n \quad (6-1)
$$

So there is a relationship between the covariance of the gaussian equivalent and any function of it. In particular, we get the following relation between the covariance of the gaussian equivalent obtained by anamorphosis, assumed to be bivariate normal and that of the raw variable $Z(x) = \Phi[Y(x)]$:

$$
\text{Cov} [Z(x), Z(x + h)] = \sum_{n \geq 1} (\phi_n)^2 \ [\rho (h)]^n \quad (6-2)
$$

This relation can even be used to test the binormality of the pairs $(Y(x), Y(x+h))$.

**Remark:**

As $n$ increases, $[\rho(h)]^n$ becomes spatially less dependent and tends to pure nugget. In particular, for $n > 1$, $[\rho(h)]^n$ is less structured than $\rho(h)$, which is the covariance of the gaussian variable. From (6–2), $Z(x)$, or more generally, from (6–1), any function of $Y(x)$, proves to be less structured than the gaussian variable.

### 6.3 Indicators

In many problems involving thresholds, we want to estimate whether the unknown value $Z(x)$ of the variable at point $x$ is more or less than a certain cutoff $z_c$. In other words, we want to estimate the indicator $1_{Z(x) < z_c}$. [Note that this is not a question of knowing if an estimated value $Z(x)^*$ is less than the cutoff, which is represented by the indicator $1_{Z(x)^* < z_c}$].

In the gaussian model, the situation $Y(x) < y_c$ is equivalent to $Z(x) = \Phi(Y(x)) < \Phi(y_c)$. By choosing $y_c$ so that $z_c = \Phi (y_c)$, that is, the cumulative frequency $G(y_c)$ equals $F(z_c)$, we have:
\[ 1_{Z(\mathbf{x}) < z_c} = 1_{Y(\mathbf{x}) < y_c} \]

We know the Hermite polynomial expansion of this (5–2):

\[ G(y_c) + \sum_{1}^{\infty} \frac{1}{\sqrt{n}} H_{n-1}(y_c) g(y_c) H_n[Y(\mathbf{x})] \]

So the DK estimator is obtained by kriging each of the \( H_n[Y(\mathbf{x})] \) separately (5–4):

\[ 1_{Z(\mathbf{x}) < z_c}^{KD} = G(y_c) + \sum_{1}^{\infty} \frac{1}{\sqrt{n}} H_{n-1}(y_c) g(y_c) (H_n[Y(\mathbf{x})])^K \]

As the kriged values tend to 0 rapidly as \( n \) increases, only a few terms are required, even though the coefficients \( \frac{1}{\sqrt{n}} H_{n-1}(y_c) g(y_c) \) are not negligible.

6.4 Ore and Metal Quantities

Let \( Z(\mathbf{x}) \) represent the grade of an ore at a point \( \mathbf{x} \). As we have seen in 2.2, the quantities of ore and metal recovered above a cutoff \( z_c \) are, apart from a multiplicative constant, equal to:

\[ 1 \quad 1_{Z(\mathbf{x}) \geq z_c} \]

\[ Z(\mathbf{x}) \quad 1_{Z(\mathbf{x}) \geq z_c} \]

If we let \( y_c \) be the gaussian equivalent of \( z_c \), and \( Y(\mathbf{x}) \) be the gaussian transform of \( Z(\mathbf{x}) \), then the quantity of ore becomes:

\[ 1 \quad 1_{Y(\mathbf{x}) \geq y_c} \]

That is:

\[ 1 - 1_{Y(\mathbf{x}) < y_c} = 1 - G(y_c) - \sum_{1}^{\infty} \frac{1}{\sqrt{n}} H_{n-1}(y_c) g(y_c) H_n[Y(\mathbf{x})] \]

Similarly the quantity of metal can be written as:

\[ Z(\mathbf{x}) \quad 1 \quad 1_{Z(\mathbf{x}) \geq z_c} = \Phi[Y(\mathbf{x})] \quad 1 \quad 1_{Y(\mathbf{x}) \geq y_c} \]

\[ = \left( \sum_{p \geq 0} \phi_p \ H_p[Y(\mathbf{x})] \right) 1_{Y(\mathbf{x}) \geq y_c} \]

This is a function of \( Y(\mathbf{x}) \). It can be expanded in terms of Hermite polynomials:
\[ Z(x) \ 1_{Z(x) \geq z_c} = \sum_{n \geq 0} q_n \ H_n[Y(x)] \]

The coefficients \( q_n \), depending on \( y_c \), can be written as:

\[ q_n = E \left[ \Phi \left( Y(x) \right) \ 1_{Y(x) \geq y_c} \ H_n \left( Y(x) \right) \right] \]

\[ = \int \left( \sum_{p \geq 0} \phi_p \ H_p \left( y \right) \right) 1_{y \geq y_c} \ H_n \left( y \right) \ g(y) \ dy \]

\[ = \sum_{p \geq 0} \phi_p \ \int_{y_c} H_p(y) \ H_n(y) \ g(y) \ dy \]

If we let \( U_p^n (y_c) \) denote the integral in the formula above, then:

\[ q_n = \sum_{p \geq 0} \phi_p \ U_p^n (y_c) \]

Using the relation:

\[ U_p^n = \frac{-1}{\sqrt{n}} \ H_p \ H_{n-1} \ g + \frac{\sqrt{p}}{\sqrt{n}} \ U_{p-1}^{n-1} \]

and the fact that \( U_p^n = U_p^n \) we can get a recurrence formula from \( U_{n-p}^0 (y_c) \):

\[ U_0^0 (y_c) = 1 - G(y_c) \]

\[ U_k^0 (y_c) = \frac{-1}{\sqrt{k}} \ H_{k-1} \ (y_c) \ g(y_c) \]

Once we know the expansions of the quantity of ore and of metal, we get their DK estimates by kriging the \( H_n (Y(x)) \) separately:

\[ [1 \ 1_{Z(x) \geq z_c}]^{DK} = 1 - G(y_c) - \sum_{1}^{1} \frac{1}{\sqrt{n}} \ H_{n-1} \ (y_c) \ g(y_c) \ (H_n[Y(x)])^K \]

\[ [Z(x) \ 1_{Z(x) \geq z_c}]^{DK} = q_0 + \sum_{1} \ q_n \ (H_n[Y(x)])^K \]
7. DK and Conditional Expectation

In chapter 2 we have seen how DK makes it possible to estimate functions \( f(Y(x)) \) of a variable \( Y(x) \). Here we will see another estimator, more consistent and theoretically more powerful, the conditional expectation. However we are able to use this estimator only in the case of multivariate normal distributions.

7.1 The Mathematical Consistencies and Inconsistencies of DK

Disjunctive kriging is just the same as cokriging indicators. As we have seen in 2.3 this ensures a certain amount of consistency between the estimates of the different functions. In particular we have:

\[
(1 \quad y_1 \leq Y(x) < y_2)^{DK} = (1 \quad Y(x) < y_2)^{DK} - (1 \quad Y(x) < y_1)^{DK}
\]

But kriging a positive valued variable does not always give positive kriged values, nor does cokriging indicators necessarily give results that lie between 0 and 1. Sometimes the DK estimate of \( 1 \quad y_1 \leq y \leq y_2 \) for small values of \( y \) turns out to be negative, and similarly the estimate is sometimes greater than 1 for large values of \( y \). This is clearly a nuisance.

7.2 The Conditional Expectation in Multinormal Model

Suppose that we are estimating the indicator \( 1 \quad y_1 \leq Y(x) < y_2 \) using the values \( Y(x_\alpha) = y_\alpha \) which are available around the point \( x \). The estimator which is theoretically the best is:

\[
E \left[ 1 \quad y_1 \leq Y(x) < y_2 \mid Y(x_\alpha) = y_\alpha \ldots \right]
\]

\[
= P \left[ y_1 \leq Y(x) < y_2 \mid Y(x_\alpha) = y_\alpha \ldots \right]
\]

That is, it is the conditional probability of having \( y_1 \leq Y(x) < y_2 \) given the \( Y(x_\alpha) = y_\alpha \ldots \). But this conditional distribution can be determined only for a multi-normal random function.

In that case, the multivariate distribution of variables like \( Y(x), Y(x_\alpha), \ldots \) is multinormal; i.e. any linear combination of these variables is also normally distributed. Consequently, the conditional distribution of \( Y(x) \) given the \( Y(x_\alpha) = y_\alpha \ldots \) is normal, with a mean value equal to its kriged estimate:

\[
y(x)^K = \sum A^\alpha \quad y_\alpha
\]

and with its variance equal to the kriging variance \( \sigma^2 \). The reader will notice that this conditional multinormal distribution generalises the conditional binormal one which has been studied in exercise 2 chapter 5.8. Its pdf can be written as:
\[ g(y | y_a) = \frac{1}{\sqrt{2\pi} \sigma_K} e^{-\left(\frac{y - \sum \lambda a y_a}{\sigma_K}\right)^2} \]

So the estimate of \(1_{y_1 \leq Y(x) < y_2}\) is then equal to:

\[
E \left[ 1_{y_1 \leq Y(x) < y_2} \mid Y(x_a) = y_a \ldots \right] = P \left[ y_1 \leq Y(x) < y_2 \mid Y(x_a) = y_a \ldots \right] = \int_{y_1}^{y_2} g(y \mid y_a \ldots) \, dy
\]

Now this is a probability and so its value lies between 0 and 1. If we put \(u = \frac{y - \sum \lambda a y_a}{\sigma_K}\), we can easily show that this is:

\[
G \left( \frac{y_2 - \sum \lambda a y_a}{\sigma_K} \right) - G \left( \frac{y_1 - \sum \lambda a y_a}{\sigma_K} \right)
\]

Similarly the estimate of any function \(f[Y(x)]\) can be written as:

\[
E \left[ f[Y(x)] \mid Y(x_a) = y_a \ldots \right] = \int f(y) \, g(y \mid y_a \ldots) \, dy = \int f \left( \sum \lambda a y_a + \sigma_K u \right) g(u) \, du \, [7-1]
\]

So if \(f[Y(x)]\) is a positive function this estimate will be positive. Similarly, if we are estimating two functions with one always greater than the other, then the difference between the two will always be positive. So the estimator (which is the conditional expectation) will always ensure that the results are consistent, and as such, it is preferable to the bivariate normal DK. However the multivariate hypothesis that is theoretically required is much more restrictive than the one on the bivariate distributions.

Moreover DK is valuable for two reasons:

1. It allows us to estimate functions even outside the normal framework (when it is no longer possible to obtain the conditional expectation).

2. As we will see in the next chapter, it is easy to estimate regularized variables using DK.
8. Estimation of Regularized Variables

In linear geostatistics it is possible to krige a regularized variable without kriging each of its points. This is also true for DK. The regularized of a function \( f[Y(x)] \) can be estimated directly without having to estimate each point.

8.1 Kriging

In order to krige a regularized variable:

\[
Z(V) = \frac{1}{V} \int_V Z(x) \, dx
\]

we do not have to krige individually each of the points inside \( V \) even though it is equivalent. We can krige directly the regularized variable. We just replace the kriging system for each point \( x \):

\[
\sum_{\beta} \lambda_{\beta} \text{Cov} (Z_{\alpha}, Z_{\beta}) = \text{Cov} (Z_{\alpha}, Z(x)) \quad \text{for all } \alpha
\]

by the system for the block \( V \):

\[
\sum_{\beta} \lambda_{\beta} \text{Cov} (Z_{\alpha}, Z_{\beta}) = \text{Cov} (Z_{\alpha}, Z(V)) \quad \text{for all } \alpha
\]

with:

\[
\text{Cov} (Z_{\alpha}, Z(V)) = \frac{1}{V} \int_V \text{Cov} (Z_{\alpha}, Z(x)) \, dx
\]

8.2 Disjunctive Kriging

This property is very useful for estimating regularized variables using DK. This may be in a gaussian framework, as it is here, or in a different model. Suppose that we want to estimate the regularized variable:

\[
\frac{1}{V} \int_V f(Y(x)) \, dx
\]

Now since:

\[
f \left[ Y(x) \right] = f_0 + \sum_{1} f_n H_n \left[ Y(x) \right]
\]
we can deduce that:

\[
\frac{1}{V} \int_V f(Y(x)) \, dx = f_0 + \sum_{n=1} f_n \left[ \frac{1}{V} \int_V H_n (Y(x)) \, dx \right]
\]

To obtain the DK estimate we only need to krig each of the terms independently:

\[
\frac{1}{V} \int_V H_n (Y(x)) \, dx
\]

So:

\[
\left[ \frac{1}{V} \int_V f(Y(x)) \, dx \right]^{DK} = f_0 + \sum_{n=1} f_n \left[ \frac{1}{V} \int_V H_n (Y(x)) \, dx \right]^K
\]

The result of this would be exactly the same as the average of the DK estimates of \( f(Y(x)) \) at each point.

8.3 Example: DK of a proportion

Suppose we want to estimate the regularized indicator:

\[
\frac{1}{V} \int_V 1_{Y(x) < y} \, dx
\]

This is the average of all the indicators (which take the values 0 or 1) inside \( V \). As such it represents the proportion of points where \( Y(x) \) is less than \( y \).

From (5-2) we can see that:

\[
\frac{1}{V} \int_V 1_{Y(x) < y} \, dx = G(y) + \sum_{n=1} \frac{1}{\sqrt{n}} H_{n-1} (y) g(y) \left[ \frac{1}{V} \int_V H_n (Y(x)) \, dx \right]
\]

The kriged estimate of \( \frac{1}{V} \int_V H_n(Y(x)) \, dx \) comes from the system:

\[
\sum_{\beta} \lambda_{n\beta} \text{Cov} [H_n (Y_a), H_n (Y_\beta)] = \text{Cov} [ H_n (Y_a), \frac{1}{V} \int_V H_n (Y(x)) \, dx ]
\]

i.e.:

\[
\sum_{\beta} \lambda_{n\beta} \text{Cov} [H_n (Y_a), H_n (Y_\beta)] = \frac{1}{V} \int_V \text{Cov} [ H_n (Y_a), H_n (Y(x)) ] \, dx
\]

Since the covariance of \( H_n (Y(x)) \) is \( \rho(h)^m \), this becomes:
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\[ \sum_{\beta} \lambda_{n\beta} [\varphi_{a\beta}]^n = \frac{1}{V} \int_V (\varphi_{a\alpha})^n \, dx \]

Hence the DK estimator of the proportion is:

\[ \left[ \frac{1}{V} \int_V 1_{Y_{(x)} < y} \, dx \right]^{DK} = G(y) + \sum_{l} \frac{1}{\sqrt{n}} H_{n-1}(\gamma_{l}) g(\gamma_{l}) \left[ \frac{1}{V} \int_V H_n(Y(x)) \, dx \right]^K \]

\[ = G(y) + \sum_{l} \frac{1}{\sqrt{n}} H_{n-1}(\gamma_{l}) g(\gamma_{l}) \{ \sum_{\alpha} \lambda_{na} H_n(Y_{(x)}) \} \]

In practice, we need (just as in chapter 5.5) to krig only a few factors, that is, to solve only a few systems.

In comparison, if we want to estimate the same proportion via the conditional expectation we must estimate the variable \( 1_{Y_{(x)} < y} \) at a large enough number of points for it to be representative of the integral over \( V \). So we have to solve the kriging system for each of these points (but the matrix on the left is the same and only has to be inverted once).

### 8.4 Important Comment

In the gaussian anamorphosed model we can now estimate the indicator

\[ 1_{Z(x) < z} = 1_{Y(x) < y} \]

where \( z = \phi(y) \) either using DK or conditional expectation. Similarly we can also estimate the proportion of points in \( V \) where \( Z(x) < z \):

\[ \frac{1}{V} \int_V 1_{Z(x) < z} \, dx = \frac{1}{V} \int_V 1_{Y(x) < y} \, dx \]

However we cannot estimate indicators on a regularised support such as:

\[ 1_{Z(V) < z} \]

For this, a change of support model is required (see the second part of the book).
9. The Problems of Stationarity

In linear geostatistics the condition $\sum \lambda_a = 1$ is normally used when kriging a variable. This makes the local estimation more robust against a lack of stationarity.

Using such conditions in non linear punctual estimation requires caution. Only in the mosaic model are there no problems. In DK estimation for example, these conditions lead to problems of convergence that must be looked at closely. In the case of the conditional expectation, the condition $\sum \lambda_a = 1$ is justified only when estimating a lognormal variable (lognormal kriging).

9.1 Kriging

Let us recapitulate briefly on linear kriging. For simple kriging (i.e. kriging with a known mean) we have:

$$Z(x)^{SK} - E[Z(x)] = \sum_a \lambda_a [Z_a - E(Z_a)]$$

As the expectations $E[Z(x)]$ and $E[Z_\alpha]$ are known and are equal to each other ($= m$), we have:

$$Z(x)^{SK} = \sum_a \lambda_a Z_a + [1 - \sum \lambda_a] m$$

This shows that SK gives a weighting factor $\lambda_m = 1 - \sum \lambda_a$ to the known mean $m$. When the samples are fairly close (relative to the variogram structure) this weight is small. It increases as the information becomes more sparse, and the mean tends to counterbalance the lack of information: its role is more important in areas where there is less information. This is just the consequence of the stationarity hypothesis which gives a local meaning to the mean $m$. In mining this causes problems in areas that are under sampled because they are poorer than average and hence less economically profitable. (This should make us reconsider the stationarity hypothesis). Even in cases where the sampling is regularly spaced, the hypothesis of stationarity which attributes a local significance to the mean value that has been calculated over the whole deposit, may seem too strong.

We then use kriging with an unknown mean. (This is called ordinary kriging). In this case the sum of the kriging weights of the neighbouring data is 100%:

$$\sum \lambda_a = 1$$

The kriging estimator is $Z(x)^{OK} = \sum \lambda_a Z_a$. It is unbiased whatever the value of the unknown mean $m = E[Z(x)] = E[Z_\alpha]$. So:
\[ E[Z(x) - Z(x)^{OK}] = E(Z(x) - \sum \lambda_a Z_a) = 0 \]

In other words, we assume that the mean can take any value, and that this may vary from one area to another but must be (approximately) constant over areas the size of the kriging neighbourhood. This excludes systematic trend or drift at this scale.

### 9.2 Cokriging

What is true for kriging single variables is also true for cokriging. For example, if the mean is known, we have:

\[
[ Z_1(x) - E(Z_1(x))]^{CK} = \sum_a \lambda_{1a} [Z_{1a} - E(Z_{1a})] + \sum_\beta \lambda_{2\beta} [Z_{2\beta} - E(Z_{2\beta})]
\]

So if \( E(Z_1(x)) = E(Z_{1\alpha}) = m_1 \) and similarly \( E(Z_{2\beta}) = m_2 \), then:

\[
Z_1(x)^{CK} = \sum_a \lambda_{1a} Z_{1a} + \sum_\beta \lambda_{2\beta} Z_{2\beta} + (1 - \sum_a \lambda_{1a}) m_1 - (\sum_\beta \lambda_{2\beta}) m_2
\]

Here \( \alpha \) describes the data on the variable \( Z_1 \), and \( \beta \) those on \( Z_2 \), which need not to be located at the same points.

If we instead assume that the means are not known then we use the non bias conditions:

\[
\sum_a \lambda_{1a} = 1 \quad \quad \quad \sum_\beta \lambda_{2\beta} = 0
\]

Note that the condition \( \sum_a \lambda_{1a} = 1 \) requires at least one value of \( Z_1 \) inside the kriging neighbourhood.

### 9.3 Disjunctive kriging

Let us now consider the cases of indicators and of disjunctive kriging. In the mosaic model imposing the condition \( \sum \lambda_a = 1 \) on the single system guarantees the unbiasedness of the estimator for all the indicators or for any function of the variable such as \( f(Y(x)) \):

\[
E[ f(Y(x))^*] = \sum \lambda_a E[ f(Y_a)] = E[ f(Y(x))]
\]

since the means, \( E[f(Y(x))] \) and \( E[f(Y_0)] \), are locally the same.
In the isofactorial models any indicator or any function of the variable can be expressed in terms of the factors:

\[ f(Y(x)) = a_0 + \sum_{n=1}^{\infty} a_n H_n (Y(x)) \]

When we impose the condition \( \sum_{n} \lambda_n = 1 \) on the kriging system of each of the factors:

\[ [H_n (Y(x))]^K = \sum_{n} \lambda_n H_n (Y(x)) \]

we have:

\[ E [H_n (Y(x))]^K = \sum_{n} \lambda_n E [ H_n (Y(x))] \]

\[ = E [ H_n (Y(x))] \]

and then:

\[ E [f(Y(x))] = a_0 + \sum_{n=1}^{\infty} a_n E [ H_n (Y(x))] \]

\[ = a_0 + \sum_{n=1}^{\infty} a_n E[H_n (Y(x))] \]

\[ = E [f(Y(x))] \]

So the estimator is unbiased whatever the local means of the factors. If, however, the means of the factors are (locally) unknown then so are those of the indicators and so is the (local) distribution of the variable. Taking gaussian DK as an example, this means that the "gaussian" equivalent \( Y(x) \) does not necessarily have (locally) a mean of zero and a unit variance, and does not even have (locally) a normal distribution. The factors (here the Hermite polynomials) are not necessarily orthogonal, which means that the optimality of the estimator is no longer guaranteed.

Moreover the unbiasedness conditions for gaussian DK have to be used carefully. Any function \( f(Y(x)) \) can be expressed in terms of (an infinite number of) Hermite polynomials:

\[ f [Y(x)] = f_0 + \sum_{n=1}^{\infty} f_n H_n [Y(x)] \]

As the structure of the Hermite polynomials tends rapidly to pure nugget with increasing \( n \), kriging the \( H_n (Y(x)) \) at any unknown point without any unbiasedness condition soon returns to the mean value (i.e. zero) say when \( n = L + I \). This is why so few polynomials (\( L \)) actually need be kriged.
The situation is different when an unbiasedness condition is introduced into the kriging system. In this case, for \( n > L \), we have:

\[
[H_n(Y(x))]^K = \frac{1}{N} \sum_a H_n(Y_a)
\]

where \( N \) is the number of sampling points \( x_a \) in the kriging neighbourhood, and there is no reason for these quantities to be zero. But we have:

\[
\sum_{n=L+1}^{\infty} f_n H_n(Y_a) = f(Y_a) - f_0 - \sum_{n=1}^{L} f_n H_n(Y_a)
\]

So the estimator of \( f(Y(x)) \) which has an infinity of terms:

\[
f(Y(x))^* = f_0 + \sum_{n=1}^{L} f_n \sum_a \lambda_{na} H_n(Y_a) + \frac{1}{N} \sum_{a} \left( \sum_{n=L+1}^{\infty} f_n H_n(Y_a) \right)
\]

becomes:

\[
f_0 + \sum_{n=1}^{L} f_n \sum_a \lambda_{na} H_n(Y_a) + \frac{1}{N} \sum_{a} \left[ f(Y_a) - f_0 - \sum_{n=1}^{L} f_n H_n(Y_a) \right]
\]

or more simply:

\[
f(Y(x))^* = \frac{1}{N} \sum_a f(Y_a) + \sum_{n=1}^{L} f_n \sum_a (\lambda_{na} - \frac{1}{N}) H_n(Y_a)
\]

There is now only a finite number of terms. As:

\[
\sum_a (\lambda_{na} - \frac{1}{N}) = 1 - 1 = 0
\]

we find again as expected:

\[
E[f(Y(x))^*] = \frac{1}{N} \sum_a E[f(Y_a)] = E[f(Y(x))]
\]

This was for a punctual estimation. It is also possible to introduce unbiasedness conditions in the DK estimation of regularised variables. But this will not be possible when dealing with a change of support (see 12.1).

### 9.4 Lognormal kriging

Adding unbiasedness conditions to remove local bias cannot be done in general when using the conditional expectation. The condition \( \sum \lambda_a = 1 \) in the kriging system for the
gaussian equivalents would not ensure the removal of local bias when estimating a nonlinear function. A notable exception is the case where the function \( f \) is an exponential, which corresponds to estimating a lognormal variable. As a matter of fact, if \( Z(x) = f(Y(x)) \) is a lognormal variable with log mean \( \mu \) and log variance \( \sigma^2 \), then:

\[
Log Z(x) = \log f(Y(x)) = \mu + \sigma Y(x)
\]

and we can write:

\[
Z(x) = f(Y(x)) = e^{\mu + \sigma Y(x)} = e^{\mu} e^{\sigma Y(x)}
\]

Its means is (see exercise 3 in chapter 5–8):

\[
E[Z(x)] = E[f(Y(x))] = e^{\mu} E[e^{\sigma Y(x)}] = e^\mu + \frac{\sigma^2}{2}
\]

We can estimate \( Z(x) = f(Y(x)) \) by integrating (7–1), which gives:

\[
e^{-\mu - \sigma \sum \lambda \alpha Y_a + \frac{\sigma^2}{2}}
\]

or, knowing \( Log Z_a = \mu + \sigma Y_\alpha \):

\[
e^{(1-\sum \lambda \alpha \mu + \sum \lambda \alpha \log Z_a + \frac{\sigma^2}{2}}
\]

\[
= e^{[Log Z(x)]_{\alpha} + \frac{\sigma^2}{2}}
\]

The term \( \sigma^2 \alpha^2_k \) (which must not be forgotten) is the kriging variance when estimating \( Log Z(x) \). If \( \gamma \) denotes the variogram of the logarithms then:

\[
\sigma^2 \alpha^2_k = \sigma^2 - \sum \lambda \alpha \lambda \beta (\sigma^2 - \gamma_{\alpha \beta}) = [1 - (\sum \lambda \alpha)^2] \sigma^2 + \sum \lambda \alpha \lambda \beta \gamma_{\alpha \beta}
\]

So the estimator becomes:

\[
e^{(1-\sum \lambda \alpha \mu + \sum \lambda \alpha \log Z_a + (1-(\sum \lambda \alpha))^2 + \frac{1}{2} \sum \lambda \alpha \beta \gamma_{\alpha \beta}}
\]

Now if we impose the condition \( \sum \lambda \alpha = 1 \), we obtain:

\[
Z(x) \ast = e^{\sum \lambda \alpha \log Z_a + \frac{1}{2} \sum \lambda \alpha \beta \gamma_{\alpha \beta}}
\]

This estimator is unbiased whatever the local mean and variance, say \( \mu' \) and \( \sigma^2 \), of the logarithm, and hence whatever the local mean of the raw variable:

\[
E[Z(x) \ast] = e^{\mu' + \frac{1}{2} \sum \lambda \alpha \beta (\sigma^2 - \gamma_{\alpha \beta}) + \frac{1}{2} \sum \lambda \alpha \beta \gamma_{\alpha \beta}}
\]

\[
= e^{\mu' + \frac{\sigma^2}{2}} = E[e^{\log Z(x)}] = E[Z(x)]
\]

Comments:

Whether there is or not a condition on the \( \lambda \alpha \), these estimators are obtained with the kriging (or another linear combination) of the logarithms. Be careful however! Just
taking the expectation and forgetting the other terms is not enough and would introduce a dangerous bias. The term *lognormal kriging* often covers such estimators.
PART TWO: THE CHANGE OF SUPPORT
10. Change of support in Global Estimation

Every geostatistician knows that the distribution of a variable, and in particular its variance, depends on the support on which the variable is defined. Often the data are values measured on a quasi–punctual support, whereas what we want to estimate is defined on a larger support. Hence the importance of models that can take the change of support into account.

We will see here a commonly used and very powerful model: the discrete gaussian model. We will consider the case of estimating the global distribution first (the present chapter), then (next chapter) the case of local estimation.

10.1 Introduction

In the first half of this book we have seen how to estimate a function of a punctual variable, given sample information at several other points. For example, we saw how to estimate an indicator:

\[ 1_{Z(x) < z} \]

Its mean value over the region represents the distribution function of the variable \( Z(x) \):

\[ F(z) = \mathbb{P} \left[ Z(x) < z \right] = E \left[ 1_{Z(x) < z} \right] \]

To be precise, the point corresponds here to the support of the samples, and is usually very small, e.g. a drill core on which the metal grade has been measured. The grades measured on a small support like this can be much richer or poorer than those measured on larger supports \( v \), e.g. mining blocks, which have more intermediate values. See Figure 10–1. Of course, the average grade is the same whether we consider small supports or large ones. The difference in the distribution between large and small supports is called the support effect by geostatisticians.

![Figure 10–1 : distribution of values.](image-url)
The cdf also represent the means of the indicators $1_{Z(x)<z}$ and $1_{Z(y)<z}$:

$$F(z) = E[1_{Z(x)<z}] = P[Z(x) < z]$$

$$F_{v}(z) = E[1_{Z(y)<z}] = P[Z(y) < z]$$

Their difference (fig. 10–2) shows that estimating $1_{Z(x)<z}$ for a point support is not equivalent to estimating $1_{Z(y)<z}$ for a larger block. A change of support model is needed to estimate the distribution of blocks given that of points.

In this work we assume that the histogram of our data (weighted, if necessary, to remove the effect of clustered data locations) is representative of the distribution of point values. But sometimes we cannot, particularly if there are too few samples or if their values are very variable. In these cases even the mean value over the region is not well known, and so it is better to compute the global estimation variance of this mean (linear geostatistics) or even to look for confidence intervals for the unknown mean value. In mining, this difficult problem has been studied by Sichel for independent and lognormally distributed values.

The aim of the second part of this book is the change of support. This is vital for predicting recoverable reserves in mining, but it also plays a very important role in other fields such as environmental sciences where we have to estimate indicator functions or probabilities of exceeding thresholds.

![Figure 10–2: cumulative distribution functions.](image)
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10.2 Recoverable reserves

Let us now consider the miner's task of estimating recoverable reserves. Suppose that a block \(v\) has a grade \(Z(v)\). Its recoverable reserves at cut-off \(z\) are:

- the ore tonnage, given apart from a multiplicative factor by the indicator \(1_{Z(v) \geq z}\)

- the quantity of metal, given by \(Z(v) \cdot 1_{Z(v) \geq z}\)

For convenience we define the Conventional Profit Function\(^1\), which is:

\[
Z(v) \cdot 1_{Z(v) \geq z} - z \cdot 1_{Z(v) \geq z} = (Z(v) - z) \cdot 1_{Z(v) \geq z}
\]

This is equal to \((Z(v) - z)\) if \(Z(v)\) exceeds the cutoff \(z\) and is 0 otherwise.

Before mining commences we have data only from the exploration drillholes. The grades \(Z(v)\) of the blocks are not known. The recoverable reserves are precisely what we want to estimate in order to predict the results of selecting blocks above a certain cutoff. (We assume that selection is free; i.e. blocks will be selected individually as ore or waste independently of others.

Suppose we have a 50 x 50 grid of sampling data. It would be pointless to estimate the reserves of each 5 x 5 selection block individually. When estimating the local reserves we should rather know the reserves contained in the \(N=100\) blocks \(v_i\) inside a 50 x 50 panel. (Fig. 10-3). To be more precise we want to know:

- the ore tonnage of the panel (given by the number of blocks over the cutoff grade):

\[
\sum 1_{Z(v_i) \geq z}
\]

or equivalently, the proportion of these blocks in the panel:

\[
\frac{1}{N} \sum 1_{Z(v_i) \geq z}
\]

- the metal tonnage:

\[
\frac{1}{N} \sum Z(v_i) \cdot 1_{Z(v_i) \geq z}
\]

\(^1\) In effect the reader will show the following result. Imagine a mining exploitation where each of the blocks \(v\) (with known grade) can be selected independently from the others, where the value of a block is proportional to its metal content, and where the extraction and treatment costs, proportional to the tonnage, are the same for each block. With these conventions the profit is maximized by selecting each of the blocks if its metal pays these costs, i.e. if its grade exceeds a given cut-off \(z\). For each of the blocks the profit is equal, apart from a constant factor, to our "conventional profit".
For the global estimation of recoverable reserves our objective is to estimate these variables for all the blocks in the deposit that is:

- ore tonnage: \( T(z) = E \left[ 1_{Z(v) \geq z} \right] = P \{ Z(v) \geq z \} \)

- metal tonnage: \( Q(z) = E \left[ Z(v) 1_{Z(v) \geq z} \right] \)

- Conventional Profit: \( B(z) = E \left[ (Z(v) - z) 1_{Z(v) \geq z} \right] = Q(z) - z T(z) \)

- Average Recovered grade: \( m(z) = \frac{Q(z)}{T(z)} = E \left[ Z(v) \mid Z(v) \geq z \right] \)

Clearly if we know the distribution of block grades \( Z(v) \) we can calculate all of these.

**Remark: Information effect and conditional bias**

The recoverable reserves as they have been defined above assume that the block grades \( Z(v) \) are known (exactly) when the selection is being made. So they take account of the support effect.

It is true that the ultimate information available when the selection is made will be much more detailed than at the exploration stage, but the block grade \( Z(v) \) will still not be known exactly. So the selection is based on estimated values, and consequently it will not be as good as if the grades were known. The estimates of recoverable reserves should also take account of this information effect as it is called.

Suppose that the ultimate estimator \( Z(v)^{alt} \) is *conditionally unbiased* (which is practically the case with kriging if its neighbourhood is large enough); that is,

\[
E \left[ Z(v) \mid Z(v)^{alt} \right] = Z(v)^{alt}
\]
The average recovered grade:

\[ E \left[ Z(\nu) \mid Z(\nu)^{ult} \geq z \right] \]

will equal the predicted value:

\[ E \left[ Z(\nu)^{ult} \mid Z(\nu)^{ult} \geq z \right] \]

We then need to know the distribution of the final estimated grades \( Z(\nu)^{ult} \) (instead of the real block grades \( Z(\nu) \)) in order to estimate the reserves.

### 10.3 Selectivity Curves

In mining the distribution of grades is often represented by the corresponding "grade-tonnage" curves. For example mine surveyors plot:

- the ore tonnage \( T \) as a function of the cutoff grade \( z \)
- the metal tonnage \( Q \) as a function of the cutoff grade \( z \)
- the average grade \( m \) as a function of the cutoff grade \( z \)
- the conventional profit \( B \) as a function of the cutoff grade \( z \)
- the average grade \( m \) as a function of the ore tonnage \( T \)
- the metal tonnage \( Q \) as a function of the ore tonnage \( T \)

The functions \( T(z), Q(z), B(z) \) and \( m(T) \) are always decreasing functions whereas \( m(z) \) and \( Q(T) \) are increasing functions. Two of these functions in particular (the metal against ore tonnage and the conventional profit against cutoff) are valuable when one wants to compare the selectivity for different sized supports (Matheron 1981).
The graph of metal against ore tonnage is always convex from below. If we draw a line from any point \((T, Q)\) on this curve to the origin, its slope is \(Q/T = m\). The slope of the tangent at the point \((T, Q)\) is equal to the cutoff \(z\), and the tangent cuts the \(Q\) axis at the value \(B\).

Now if we plot the metal against ore tonnage for two different supports, the one for the small support always lies above the one for the larger support for the same ore tonnage. Figure 10.5 shows this.
The other profitable curve is the one for conventional profit against cutoff. This is always convex. The tangent at the point \((B, z)\) cuts the two axes at the points \((O, Q)\) and \((m = Q/T, O)\), and its slope is \(-T\).

If we plot these curves for several supports we see that for a given cutoff grade the conventional profit decreases as the size of support increases.
Plotting the sets of curves of $Q(T)$ and of $B(z)$ is very valuable for assessing and comparing the selectivity at different support sizes. Clearly, the change of support models used to estimate the distribution of block grades from that of the samples must respect the ordered relations among the curves.

### 10.4 Cartier’s Relation

We now want to work out how to obtain the distribution of the blocks $Z(v)$ from that of the grades $Z(x)$ (which we know). We need a model to do this, and it has to satisfy certain conditions.

- First, the mean values must be the same:

$$E [ Z(x) ] = E [ Z(v) ]$$

- Second, from linear geostatistics (Kriges’ relation) we can calculate the variance of $Z(v)$ from the variogram model $\gamma(h)$ of $Z(x)$:

$$Var Z(v) = Var Z(x) - \bar{\gamma} (v,v)$$

The term $\bar{\gamma} (v,v)$ represents the dispersion variance of points inside a block $v$. It is the mean value of $\gamma(x,y)$ where $x$ and $y$ describe the block independently:

$$\bar{\gamma} (v,v) = \frac{1}{v^2} \int \int \gamma (x,y) \, dx \, dy$$

If there is a large nugget effect or a large short scale structure $\bar{\gamma} (v,v)$ will be large, and so the support effect is marked.

- Third, there is Cartier’s relation:

$$E [ Z(x) \mid Z(v) ] = Z(v)$$

where $x$ denotes a point located at random inside the block $v$. This condition means that on average the expected value of the grade of a point chosen at random given the block grade is just equal to the block grade. It is important because we can show (cf. Matheron 1981) that it guarantees the order relationship seen in the metal against ore tonnage curve and in the conventional profit against cutoff grade curve.

### 10.5 The Discrete Gaussian Model (1):

Preliminary remark: In the discrete gaussian model, the field is considered as the union of blocks, and the samples are randomly located within their block. In the narrow sense this model can be used for a change of support for the global distribution. In the wider sense (see 11.2) it is a more complete model that can be used for the local estimation of distributions.
In the gaussian case, the punctual variable \( Z(x) \) can be expressed as a function of a standard normal variable \( Y(x) \):

\[
Z(x) = \Phi \left( Y(x) \right)
\]

The function \( \Phi \) is the gaussian anamorphosis function that we described in chapters 5 and 6. It is known experimentally because we know the distribution of \( Z(x) \).

The variable \( Z(v) \) can also be expressed as a function \( \Phi(v) \) of another standard normal variate \( Y_v \):

\[
Z(v) = \Phi(v) \left( Y_v \right)
\]

We now will determine \( \Phi(v) \), which is equivalent to determine the distribution of \( Z(v) \). We can rewrite Cartier's relation:

\[
E \left[ \Phi \left( Y(x) \right) \mid \Phi(v) \left( Y_v \right) \right] = \Phi(v) \left( Y_v \right)
\]

or:

\[
\Phi(v) \left( Y_v \right) = E \left[ \Phi(Y(x)) \mid Y_v \right]
\]

To evaluate this we make one more hypothesis. We assume that the pair \( (Y_v, Y(x)) \) has a bivariate normal distribution with coefficient of correlation \( r \). Since \( Y_v \) and \( Y(x) \) are standard normal variates the conditional distribution of \( Y(x) \) given \( Y_v = y_v \) is normal with mean \( r y_v \) and variance \( 1 - r^2 \) (see relation 5–7):

\[
Y(x) = r y_v + \sqrt{1-r^2} U
\]

This gives us the anamorphosis function \( \Phi(v) \) for blocks:

\[
\Phi(v) \left( Y_v \right) = \int \Phi \left( r Y_v + \sqrt{1-r^2} u \right) g(u) \, du \quad \text{[10–1]}
\]

where \( g(u) \) is the density function of the standard normal distribution.

Remark: This change of support formula conserves lognormality: if \( Z(x) \) is lognormal so is \( Z(v) \).

Proof: From exercise 3–9 in chapter 5.8, we know that a lognormal variable \( Z(x) \) can be written as:

\[
Z(x) = E[Z] \, e^{\sigma Y(x) - \frac{\sigma^2}{2}}
\]

Using formula 10–1, we obtain:

\[
Z(v) = E[Z] \, e^{r \sigma Y_v - \frac{r^2 \sigma^2}{2}}
\]

This is also a lognormal variable with same mean \( E[Z] \) but its logarithmic variance \( r^2 \sigma^2 \) is smaller than the logarithmic variance \( \sigma^2 \) of \( Z(x) \).
In practice it is convenient to use Hermite polynomials. As \( Y_v \) and \( Y(x) \) are standard normal variates, a relation similar to 5–3 gives:

\[
E \left[ H_n (Y(x)) \mid Y_v \right] = r^n H_n (Y_v)
\]

So:

\[
\Phi_\nu (Y_v) = E \left[ \Phi (Y(x)) \mid Y_v \right] \\
= E \left[ \sum_0 \phi_n H_n (Y(x)) \mid Y_v \right] \\
= \sum_0 \phi_n E \left[ H_n (Y(x)) \mid Y_v \right] \\
= \sum_0 \phi_n r^n H_n (Y_v)
\]

So we obtain the anamorphosis coefficients for blocks by multiplying the corresponding punctual coefficients \( \phi_n \) by \( r^n \). We note that the lowest order term \( \phi_0 \) is the same since:

\[
\phi_0 = E \left[ Z(x) \right] = E \left[ Z(v) \right]
\]

As there is no correlation between the different polynomials, we obtain (see exercise in 5–4):

\[
\text{Var} \ Z(v) = \text{Var} \ \Phi_\nu (Y_v) = \sum_1 (\phi_n)^2 r^{2n}
\]

Since \( \text{Var} \ Z(v) = \text{Var} \ Z(x) - \gamma (v,v) \), we can compute the value of the change of support coefficient \( r \) which corresponds to the known variance of blocks (see figure 10–8). Note \( 0 \leq r \leq 1 \).

![Figure 10–8](image-url)
Now that \( r \) is known, so is the block anamorphosis function \( \Phi_n \) and hence the block distribution. Since \( Y_r \) is a standard normal variate (density \( g \) and cumulative distribution \( G \)), we can easily estimate any function of \( Z(v) \), or equivalently any function of \( Y_r \). As:

\[
Z(v) = \Phi_n(Y_r) \geq z \iff Y_r \geq y
\]

with \( z = \Phi_n(y) \), we see that for example:

\[
F_v(z) = E \left[ 1_{Z(v)<z} \right] = P( Z(v) < z ) = E \left[ 1_{Y_r<y} \right] = P( Y_r < y ) = G(y)
\]

So we can estimate the global recoverable reserves of a deposit when selecting blocks at cut-off \( z \). The ore tonnage and quantity of metal are given by:

\[
T_v(z) = E \left[ 1_{Z(v)\geq z} \right] = 1 - G(y)
\]

\[
Q_v(z) = E \left[ Z(v) 1_{Z(v)\geq z} \right] = E \left[ \Phi_n(Y_r) 1_{Y_r\geq y} \right] = \int_y \Phi_n(y) g(y) \, dy
\]

We can calculate \( Q_v(z) \) using Hermite polynomials:

\[
Q_v(z) = \int_y \left( \sum_n \phi_n r^n H_n(y) \right) g(y) \, dy\]

\[
= \sum_n \phi_n r^n \int_y H_n(y) g(y) \, dy
\]

As in 5-2, we can show that this is equal to:

\[
\phi_0 \left[ 1 - G(y) \right] - \sum_n \phi_n r^n \frac{1}{\sqrt{n}} H_{n-1}(y) g(y)
\]

### 10.6 Exercises:

Here are some simple exercises. In these \( Z(x) \) is a stationary variable with mean \( m \) and with covariance \( C(h) \). So its variance is \( C(0) \), and its variogram is:

\[
\gamma(h) = C(0) - C(h).
\]
Exercise 1:

Let \( Z(\nu) \) be the average for a block \( \nu \):

\[
Z(\nu) = \frac{1}{\nu} \int_{\nu} Z(x) \, dx
\]

Let \( x_0 \) be a fixed point inside \( \nu \). Its value is \( Z(x_0) \).

a) Suppose that we know \( Z(x_0) \) and want to estimate \( Z(\nu) \) by kriging:
   - First, by ordinary kriging (unknown mean).
   - Second, by simple kriging (known mean).

Give the estimator in both cases and calculate the kriging weight of the mean \( m \).

b) Now suppose we know \( Z(\nu) \) and want to estimate \( Z(x_0) \) as before using ordinary kriging and simple kriging. Give the two estimators and the kriging weight of the mean.

c) This time, repeat the first question (a) for a point \( x \) located at random inside \( \nu \).

d) Repeat the second question (b) for a point \( x \) located at random inside \( \nu \).

Show that when a sample \( Z(\hat{x}) \) is taken at random inside the block \( \nu \) the kriged estimator of its value, given the block grade, is equal to the block grade.

Does this result satisfy with Cartier's relation?

\[
E \left[ Z(\hat{x}) \mid Z(\nu) \right] = Z(\nu)
\]

Exercise 2:

Now we use the gaussian change of support model. As before \( \nu \) denotes the block and \( x \) denotes a point taken at random inside \( \nu \).

\[
Z(\nu) = \Phi(\nu) \left[ Y_{\nu} \right]
\]

\[
Z(\hat{x}) = \Phi \left[ Y(\hat{x}) \right]
\]

The pair \((Y_{\nu}, Y(\hat{x}))\) is bivariate normal with a correlation coefficient equal to the change of support coefficient \( r \). By construction this model satisfies Cartier's relation.

a) Suppose that we know the value of \( Z(\hat{x}) \). Express the expected value of \( Z(\nu) \) given \( Z(\hat{x}) \) in terms of Hermite polynomials:

\[
E \left[ Z(\nu) \mid Z(\hat{x}) \right]
\]

\[⇒ \text{Hint} : \text{As } Y_{\nu} \text{ and } Y(\hat{x}) \text{ are standard bivariate normal with correlation coefficient } r, \text{ we know that:} \]
\[ E \left[ H_n \left( Y_\nu \right) \mid Y(\chi) \right] = r^n H_n \left[ Y(\chi) \right] \]

b) As in (a) we know \( Z(\chi) \). We want to estimate \( 1_{Z(\nu) < z} \) given \( Z(\chi) \) using its expected value:

\[ E \left[ 1_{Z(\nu) < z} \mid Z(\chi) \right] = P \left[ Z(\nu) < z \mid Z(\chi) \right] \]

Show that this can be expressed simply in terms of the cumulative normal distribution \( G(y) \).

**Hint:** Since \( Y_\nu \) and \( Y(\chi) \) are standard bivariate normal with correlation coefficient \( r \), the distribution of \( Y_\nu \) knowing \( Y(\chi) = y(\chi) \) is normal with mean \( ry(\chi) \) and variance \( 1 - r^2 \). So we can write it as:

\[ Y_\nu = ry(\chi) + \sqrt{1-r^2} \, U \]

where \( U \) is a standard normal variate.

c) Now suppose we know \( Z(\nu) \). Estimate \( 1_{Z(\nu) < z} \).
11. Local Estimation

In the previous chapter we have seen how the global estimation of distributions can be performed using the gaussian discrete model. We will now see how this model makes the local estimation possible, whether by DK or by conditional expectation.

11.1 A Point – Block Model:

Suppose that we have a certain number of point samples \( Z(x_i) \) and that we want to estimate a function of the average grade of a particular block \( Z(v) \). For example the function could be an indicator:

\[
1_{Z(v) < z}
\]

In the first half of this book, we were looking for models that linked the values observed at different points (i.e. a point - point model). We now need a model linking the point values with those of blocks. This problem is theoretically very complex, and so we need to make some simplifying assumptions. The procedure used is described below for the gaussian case but it can be extended to others (e.g. gamma, ....).

a) The region is divided into blocks \( v_i \) whose size is equal to the support \( v \). For example, in mining these blocks are the mining selection units.

Remark: Here, the block size and the position of the blocks are fixed (or nearly fixed). A high grade area of limited size that would be found during mining may therefore be included in a single block, or split into two or more blocks. In reality it is also possible for the geometry of mining blocks to differ from block to block, and to depend on the location of the ore found during mining. This case is called “adaptative” geometry. There are no models for predicting directly recoverable reserves in this case, so a simulation must be used.

b) We assume that the position of a sample inside a block is random, and consequently "forget" its exact position.

c) We assume that given the grade \( Z(v_i) \) of the block \( v_i \) containing a particular sample \( x_i \), the sample grade \( Z(x_i) \) is independent of all the other grades, blocks or points.

Now we are going to see what can be said about the different covariances. To start with our point support variable \( Z(x) \) has a variogram \( \gamma(h) \) (or a covariance \( C(h) \)) that is assumed to be known. From linear geostatistics, we know that the covariance between two blocks \( v_i \) and \( v_j \), denoted by \( C(v_i, v_j) \), is the mean value of \( C(h) \) when one end of the vector \( h \) sweeps over \( v_i \) while the other end independently sweeps over \( v_j \). So we can evaluate the covariance between any two blocks.

Similarly we can calculate the covariance between a point \( x_i \) and a block \( v_j \). So now we let \( x_i \) be a point chosen at random in \( v_j \). Clearly the covariance between \( x_i \) and \( v_j \) written as \( C(x_i, v_j) \) is just the covariance between \( v_i \) and \( v_j \), that is \( C(v_i, v_j) \).
In the same way, if \( x_i \) and \( x_j \) are points chosen at random in their respective blocks then the covariance \( C(x_i, x_j) \) equals \( C(v_i, v_j) \) too. Note that if \( v_i = v_j = v \) this covariance \( C(v, v) \) which is equal to the variance of the blocks also represents the covariance between two samples chosen at random in a block. In contrast to this, the covariance between a sample and itself (even if the sample is selected at random) is always equal to \( C(\theta) \), that is, the variance of the samples.

Except for this last remark, we see that the point-point and point-block covariances built up in this model by "discretizing" the blocks are just equal to the block-block covariance which is considered as known.

11.2 The Discrete Gaussian Model (2)

We associate the corresponding gaussian value \( Y_{v_i} \) with each block grade \( Z(v_i) \), in the same way that we associated a gaussian equivalent \( Y(x_i) \) with each sample grade \( Z(x_i) \). In the previous chapter we saw that if we know the coefficients of the Hermite polynomials \( \phi_n \) for the point anamorphosis, we can deduce those for the block anamorphosis \( \phi_{v_i} \) : they are just \( \phi_n r^n \). The change of support coefficient \( r \) was calculated so that the block variance corresponds to the correct value.

In order to link the different blocks and samples we are now going to assume that any set of point gaussian equivalents \( Y(x_i) \), \( Y(x_j) \), ... and of block gaussian equivalents \( Y_{v_i} \), \( Y_{v_j} \), ... is multivariate normal. As these gaussian equivalents have zero mean and unit variance, the model is fully determined once we know the covariance between them. We now work this out.

Let \( \varphi_{v_i, v_j} \) be the covariance (or the correlation) between \( Y_{v_i} \) and \( Y_{v_j} \). As the corresponding raw variables \( Z(v_i) \) and \( Z(v_j) \) have \( \phi_n r^n \) as the coefficients of their anamorphosis, we can check that:

\[
C(v_i, v_j) = \sum_1 \phi_n^2 \cdot r^{2n} \cdot (\varphi_{v_i, v_j})^n \quad [11-1]
\]

In practice, this equation is inverted to give us the covariance \( \varphi_{v_i, v_j} \) once we know \( C(v_i, v_j) \) and \( \phi_n \) and \( r \).

Now let \( \varphi_{x_i, v_j} \) be the covariance (or the correlation) between the gaussian equivalent \( Y(x_i) \) and \( Y_{v_j} \). This time, the coefficients of the anamorphosis for \( Z(x_i) \) are \( \phi_n \), while those for \( Z(v_j) \) are \( \phi_n r^n \). As before we can show that:

\[
C(x_i, v_j) = \sum_1 \phi_n^2 \cdot r^n \cdot (\varphi_{x_i, v_j})^n
\]

Now since \( C(x_i, v_j) \) is equal to \( C(v_i, v_j) \) we obtain:

\[
C(v_i, v_j) = \sum_1 \phi_n^2 \cdot r^n \cdot (\varphi_{x_i, v_j})^n
\]
By comparing this equation with [11-1], we can deduce the relation between point-block gaussian covariance and the block-block one:

\[ q_{x_i x_j} = r q_{v_i v_j} \]  \[11-2\]

That is, one is obtained from the other by multiplying by \( r \).

Lastly, we can also show that the covariance \( q_{x_i x_j} \) between \( Y_{x_i} \) and \( Y_{x_j} \) satisfies:

\[ C(x_i, x_j) = \sum_1^n \phi^2_n \left( q_{x_i x_j} \right)^n \]

So:

\[ C(v_i, v_j) = \sum_1^n \phi^2_n \left( q_{v_i v_j} \right)^n \]

Similarly, by comparison with [11-1], \( q_{x_i x_j} \) is obtained from \( q_{v_i v_j} \) by multiplying by \( r^2 \):

\[ q_{x_i x_j} = r^2 q_{v_i v_j} \]  \[11-3\]

Thus the discrete gaussian model is fully determined once we know the change of support coefficient \( r \) and the covariance between the block gaussian equivalents \( q_{v_i v_j} \).

In practice we proceed as follows. We regularize the covariance \( C(h) \) of the raw variable \( Z(x) \) to get \( C(v_i, v_j) \) for the different possible distances between \( v_i \) and \( v_j \). We can then obtain the values of \( q_{v_i v_j} \) for these distances by inverting the formula given above. These values are then fitted into a covariance model. Once we know this covariance, the change of support coefficient and the Hermite polynomial coefficients, the discrete gaussian model is fully specified.

So it is a simple, neat and yet mathematically consistent model. Moreover it turns out to be very useful in practice in non linear geostatistics. In the following chapters we shall see how it can be used for local estimation using bigaussian DK or multinormal conditional expectation. Moreover, it can also be used for non conditional simulations and, thanks to the valuable properties of the multinormal distribution, conditional simulations.

Exercise:

Although it was not used explicitely the way we built the model, the hypothesis (c) of 11.1 is satisfied in the gaussian discrete model. More exactly it is satisfied through the relations between the covariances of the gaussian equivalents, as we will see in a particular case.

Let us take two blocks \( v_i \) and \( v_j \) and a sample \( x_i \) inside \( v_i \). Let \( Z(v_i) \), \( Z(v_j) \) and \( Z(x_i) \) be the corresponding grades and \( Y_{v_i}, Y_{v_j} \) et \( Y(x_i) \) their gaussian equivalents. We will now show that, knowing the grade of its block, the grade of the sample \( x_i \) is independent of the other block, or equivalently, that, knowing \( Y_{v_i} \), \( Y(x_i) \) is independent of \( Y_{v_j} \).
a) Show that \( Y(x_i) \) can be written as:

\[
Y(x_i) = r Y_{vi} + \sqrt{1-r^2} \ U_1
\]

with \( U_1 \) standard normal variate independent of \( Y_{vi} \), and that in particular, knowing \( Y_{vi} = y_{vi} \), \( Y(x_i) \) is equal to:

\[
Y(x_i) = r y_{vi} + \sqrt{1-r^2} \ U_1
\]

Hint: Look at exercise 2 of 5.8 and use the fact that \( Y_{vi} \) and \( Y(x_i) \) are a standard normal pair with correlation \( r \).

b) By the same way show that \( Y_{vj} \) can be written as:

\[
Y_{vj} = q_{vi \ vj} \ Y_{vi} + \sqrt{1-q_{vi \ vj}^2} \ U_2
\]

with \( U_2 \) standard normal variate independent of \( Y_{vi} \), and that in particular, knowing \( Y_{vi} = y_{vi} \), \( Y_{vj} \) is equal to:

\[
Y_{vj} = q_{vi \ vj} \ y_{vi} + \sqrt{1-q_{vi \ vj}^2} \ U_2
\]

c) From the previous relations deduce that the covariance between \( Y(x_i) \) et \( Y_{vj} \) equals:

\[
Cov (Y(x_i), Y_{vj}) = E (Y(x_i) Y_{vj}) = r q_{vi \ vj} + \sqrt{1-r^2} \sqrt{1-q_{vi \ vj}^2} \ E(U_1 U_2)
\]

but that, conditionally to \( Y_{vi} = y_{vi} \), the covariance between \( Y(x_i) \) and \( Y_{vj} \) is reduced to:

\[
\sqrt{1-r^2} \sqrt{1-q_{vi \ vj}^2} \ E(U_1 U_2)
\]

d) From the formula [11–2] the covariance between \( Y(x_i) \) and \( Y_{vj} \) in the discrete gaussian model equals \( r q_{vi \ vj} \). Deduce:

\[
E(U_1 U_2) = 0
\]

Conditionally to \( Y_{vi} \), the covariance between \( Y(x_i) \) and \( Y_{vj} \) is then zero, so that these normal variables are independent as expected.

11.3 Disjunctive Kriging

In the discrete gaussian model, the multivariate distributions of the gaussian variables \( Y_{vi} \), \( Y_{vj} \), ... \( Y(x_i) \), \( Y(x_j) \), ... are multivariate normal. In particular, the
bivariate distributions are bivariate normal. This allows us to use disjunctive kriging. The problem is to use the appropriate covariance models.

Suppose that we want to estimate the indicator functions $1_{Z(v)<z}$ for a block $v$ given the neighbouring data $Z(x)$. This comes back to estimating $1_{Y(v)<y}$ given $Y(x)$, where $Z(v) = \Phi(v)(Y(v))$ and $z = \Phi(v)(y)$. Now $1_{Y(v)<y}$ is a function of $Y(v)$ and it can be expanded in terms of Hermite polynomials $H_n(Y(v))$. This was given in 5–2:

$$1_{Y(v)<y} = G(y) + \sum \frac{1}{\sqrt{n}} H_{n-1}(y) g(y) H_n(Y(v))$$

In order to estimate this by disjunctive kriging, we have to krig each $H_n(Y(v))$ given $H_n(Y(x))$ using simple kriging. That is:

$$[1_{Y(v)<y}]^K = G(y) + \sum \frac{1}{\sqrt{n}} H_{n-1}(y) g(y) [H_n(Y(v))]^K$$

We need to krig each of the $H_n(Y(v))$ only once to obtain the DK estimator of any function of $Y(v)$ or of $Z(v)$ that we want to estimate.

The kriging of $H_n(Y(v))$ with a known mean (equal to zero) can be written as:

$$[H_n(Y(v))]^K = \sum \lambda_{na} H_n(Y(a))$$

but it is more difficult to write the corresponding system. To start with, we write it in general form:

$$\sum_\beta \lambda_{\beta} \text{Cov} [H_n(Y(a)), H_n(Y(\beta))] = \text{Cov} [H_n(Y(a)), H_n(Y(v))]$$

Then we note that as the distributions are bivariate normal,

$$\text{Cov} [H_n(Y(a)), H_n(Y(\beta))] = [\text{Cov}(Y(a), Y(\beta))]^n$$

and

$$\text{Cov} [H_n(Y(a)), H_n(Y(v))] = [\text{Cov}(Y(a), Y(v))]^n$$

So the kriging system is:

$$\sum_\beta \lambda_{\beta} [\text{Cov}(Y(a), Y(\beta))]^n = [\text{Cov}(Y(a), Y(v))]^n$$

for all $\alpha$

As we are using the discrete gaussian model we know that:

$$\text{Cov}(Y(a), Y(v)) = r \text{Cov}(Y(v), Y(v))$$

72
\[ = r \varphi_{v_\alpha} v \]

and:

\[ \text{Cov} (Y_\alpha, Y_\beta) = r^2 \text{Cov} (Y_{v_\alpha}, Y_{v_\beta}) = r^2 \varphi_{v_\alpha} v_\beta \]

except for \( \alpha = \beta \):

\[ \text{Cov} (Y_\alpha, Y_\alpha) = \text{Var} Y_\alpha = 1 \]

So the system turns out to be:

\[ \lambda_{n_\alpha} + \sum_{\alpha = \beta} \lambda_{n_\beta} r^{2n} (\varphi_{v_\alpha} v_\beta)^n = r^n (\varphi_{v_\alpha} v)^n \quad \text{for all } \alpha \]

As \( n \) increases, the structure of the \( H_n \) tends to pure nugget; the kriging weights tend to \( 0 \) and so \( [H_n (Y_\nu)]^K \) tends to its mean (zero) rapidly. Consequently only a few kriging systems have to be solved in practice.

In mining for example, we do not try to estimate the recoverable reserves for each small block, e.g. \( 1_{Z(\nu) \geq z} \). We are satisfied with estimating the reserves corresponding to the \( N \) small blocks \( v_i \) inside a panel \( V \) which is the same size as the sample grid. Figure 11-1. The ore tonnage recovered at a cutoff grade of \( z \) is then equal to the number of blocks above the cutoff:

\[ \sum_i 1_{Z(\nu_i) \geq z} \]
It is more convenient to express this as a proportion of the total:

\[
\frac{1}{N} \sum_i 1_{Z(v_i) \geq z}
\]

The quantity of metal contained in this is just:

\[
\frac{1}{N} \sum_i Z(v_i) \, 1_{Z(v_i) \geq z}
\]

It is not necessary to estimate \( H_n (Y_v) \) for each small block in order to get the DK estimator of this. As we saw earlier in chapter 8:

\[
[\frac{1}{N} \sum_i 1_{Z(v_i) \geq z}] = 1 - G(y) - \sum_i \frac{1}{\sqrt{n}} H_{n-1} (y) \, g(y) \left[ \frac{1}{N} \sum_i H_n (Y_v) \right]
\]

So we need kriging only \( \frac{1}{N} \sum_i H_n (Y_v) \) directly. The kriging system is then:

\[
\lambda_{n\alpha} + \sum_{\beta \neq \alpha} \lambda_{n\beta} \, r^{2n} \, (\varrho_{v_a \, v_r})^n = \frac{1}{N} \sum_i r^n \, (\varrho_{v_a \, v_i})^n \quad \text{for all} \ \alpha
\]

Note: The right hand side is the mean of the \( n^{th} \) power of \( \varrho_{v_a \, v_i} \) for all the small blocks \( v_i \), and \textit{not} the \( n^{th} \) power of the mean of the \( \varrho_{v_a \, v_i} \)!

11.4 Conditional Expectation

As all the multivariate distributions considered in the discrete gaussian model are normal, this model can also be used for the conditional expectation estimator. Given the \( Y(x_a) = y_a \), the variable \( Y_v \) is normal. Its mean is the simple kriging of \( y_v \):

\[
(y_v)^K = \sum \lambda_a \, y_a
\]

and its variance is the kriging variance of \( y_v \):

\[
\sigma_K^2
\]

A similar reasoning to the one in chapter 7–2, gives us:

\[
[1_{Z(v) < z}]^{CE} = [ \, 1_{Y_v < y} \, ]^{CE} = E \left[ 1_{Y_v < y} \mid Y(x_a) = y_a \, \ldots \right]
\]

\[
= P \left( Y_v < y \mid Y(x_a) = y_a \, \ldots \right)
\]

\[
= G \left( \frac{y - \sum \lambda_a \, y_a}{\sigma_K} \right)
\]
where $CE$ denotes the conditional expectation. This estimator has one important advantage compared to the disjunctive kriging one: it is an increasing function of $z$ and varies from 0 to 1. To obtain it we only need to solve the kriging system for $Y_v$ given the $Y_\alpha$:

$$\sum_{\beta} \lambda^\alpha \text{Cov} (Y_\alpha, Y_\beta) = \text{Cov} (Y_\alpha, Y_v) \quad \text{for all } \alpha$$

Using the discrete gaussian model this becomes:

$$\lambda_\alpha + \sum_{\beta \neq \alpha} \lambda_\beta r^2 q_{v_\alpha v_\beta} = r q_{v_\alpha v} \quad \text{for all } \alpha$$

In DK we were able to estimate the recoverable reserves inside a panel. If we now want to do that, in principle, we need to do the estimation block by block, that is

$$\frac{1}{N} \left[ \sum_i 1_{Z(v_i) \geq z} \right]^{CE} = \frac{1}{N} \sum [1_{Z(v_i) \geq z}]^{CE} = \frac{1}{N} \sum [1_{Y_{v_i} \geq y}]^{CE}$$

This means solving the kriging system for each of the $N$ small blocks. However, as the information used, the $Y_\alpha$, are the same for all of the small blocks $v_i$ inside the panel, the matrix on the left hand side is always the same. So we need to invert the matrix only once.

### 11.5 Uniform Conditioning using a Normal Variate

In the previous estimator, each of the $N$ blocks $Y_{v_i}$ inside a panel was conditioned by its kriged value with weights $\lambda_\alpha$ which vary from block to block. We can simplify this procedure by conditioning each of these blocks with a single linear combination $\sum \lambda_\alpha Y_\alpha$. For example, this combination could be the kriged value of $\frac{1}{N} \sum Y_{v_i}$. Using the discrete gaussian model we can calculate the required covariances, and hence the expression for the estimators. This is one type of "uniform conditioning" [i.e. the conditioning is done by a single variable, which is here $\sum \lambda_\alpha Y_\alpha$].

There are other ways of uniform conditioning. We could, for example, estimate the recoverable reserves of choosing one block $v$ at random inside $V$. In that case the conditioning is done by the kriged value of $Y_v$. This second type of uniform conditioning requires stronger hypotheses than the first one because the assumption made until now concerned only points and blocks: now it has to be extended to panels as well.

As computers have become more powerful these types of uniform conditioning are no longer as valuable a simplification of the conditional expectation as they were at one time. The choice nowadays is between conditional expectation and disjunctive kriging. In practice, these two estimators are approximatively equivalent. The conditional expectation, which is based on an assumption of multivariate normality as opposed to bivariate normality for disjunctive kriging, has the advantage of giving results that are completely consistent. However, if we do not make the assumption of normality, there is
no convenient way of handling the multivariate distributions needed to evaluate the conditional expectation. The strong point of disjunctive kriging is precisely that it can be used for bivariate distributions other than the normal (e.g. gamma, negative binomial, with orthogonal indicator residuals, corresponding to the mosaic model, ...). For example, we can construct a discrete gamma model in just the same way as we did for the discrete gaussian model.
12. Problems with Stationarity

When a change of support has to be taken into account, the direct estimation using gaussian DK or conditional expectation requires a strict hypothesis of stationarity. When this is too strong, the special methods presented in this chapter can be used: uniform conditioning by an imposed value, changing of support at sample points.

12.1 Disjunctive Kriging and Conditional Expectation

The problems with stationarity mentioned earlier in connexion with point estimation also arise for estimates that require a change of support. Except for the lognormal case a non-bias condition could not solve the problems for the Conditional Expectation. It cannot solve it either when a change of support is involved.

Let us now consider DK. For example, in the gaussian case, when we want to estimate a point function:

\[ f [Y(x)] = f_0 + \sum_{1}^{H_n} H_n [Y(x)] \]

we have to krig the Hermite polynomials \( H_n [Y(x)] \) given the \( H_n [Y(x_{\alpha})] \) for the sample points:

\[ [H_n (Y(x))]^K = \sum \lambda_{Na} H_n [Y(x_{\alpha})] \]

As \( H_n [Y(x)] \) and the \( H_n [Y(x_{\alpha})] \) have the same mean locally (as \( Y(x) \) and \( Y(x_{\alpha}) \) ... have the same distribution) then it is possible to impose a local unbiasedness condition:

\[ \sum \lambda_{Na} = 1 \]

This operation is rather inconvenient because it leads to convergence problems and to a non optimal estimator. Nevertheless it allows us to lessen the impact of the stationarity hypothesis.

Things are very different when a change of support is involved. Now we want to estimate:

\[ f [Y_v] = f_0 + \sum_{1}^{H_n} f_{n} H_n (Y_v) \]

This means kriging \( H_n (Y_v) \) given the corresponding point support polynomials:

\[ [H_n (Y_v)]^K = \sum \lambda_{Na} H_n [Y(x_{\alpha})] \]

But this time \( H_n (Y_v) \) and the \( H_n [Y(x_{\alpha})] \) do not have the same mean locally, for there is no reason for the point support variables \( Y(x) \) to have locally the same distribution as the
block variable $Y_v$. Only the raw variables $Z(\nu)$ and $Z(x_0)$ have the same mean. Imposing an unbiasedness condition $\sum \lambda_{\nu} = 1$ on the kriging system for $H_n (Y_v)$ would be meaningless. Worse, this unjustified action would unfortunately cause some of the estimators to diverge (instead of converging).

So for both gaussian DK and conditional expectation we cannot do without the hypothesis of stationarity when we want to estimate a function of $Z(\nu)$ such as $1_{Z(\nu) < \xi}$.

12.2 Using Uniform Conditioning to Impose a Value

There is one way to overcome this problem of stationarity if we are prepared to group the estimators for all the blocks inside a panel (there must be at least several dozen blocks). This is often the case in mining geostatistics; see fig 10–3. If the data in the neighbourhood of a particular panel $\nu$ are too widely spaced, then using methods based on strict stationarity is likely to provide estimates that are too far from the neighbouring values. This happens when the recoverable reserves are being estimated, in particular for the quantity of metal at zero cutoff:

$$\frac{1}{N} \sum_1 Z(\nu_i) 1_{Z(\nu_i) > 0}$$

This is equal to the average grade of all the blocks $\nu_i$ inside $\nu$, that is:

$$\frac{1}{N} \sum_1 Z(\nu_i) = Z(\nu)$$

In linear geostatistics we normally prefer to use ordinary kriging rather than simple kriging in cases like this. We can wonder whether it would not be possible to base the estimates of the recoverable reserves on the (ordinary) kriged grade of the panel, so that the reserves corresponding to a zero cutoff would equal this value.

Before doing this we must return to the discrete gaussian model. In this, the point values have an anamorphism function $\Phi$:

$$Z(\nu) = \sum_0 \phi_n H_n [Y(\nu)]$$

and the block values have a different one $\Phi_{(\nu)}$:

$$Z(\nu) = \sum_0 \phi_n r^n H_n [Y_v]$$

where $r$ is the correlation between $Y_v$ and $Y(\xi)$ with $\xi$ chosen at random in $\nu$. It is determined from the variance of $Z(\nu)$:

$$Var Z(\nu) = \sum_1 \phi_n^2 r^{2n}$$
If we make the fairly strong assumption that this model holds for the panel as well as the blocks, then we have:

\[ Z(V) = \sum_{0}^{\phi_n} (r^n) H_n [Y_V] \quad [12 - 1] \]

where the correlation \( r' \) between \( Y_V \) and \( Y_{Y} \) is obtained from:

\[ \text{Var} \ Z(V) = \sum_{1}^{(\phi_n)^2 (r')^{2n}} \]

So we multiply the point coefficient \( \phi_n \) by \( (r')^n \). But this is just the same as multiplying the block coefficients \( \phi_n r^n \) by \( R^n = (r'/r)^n \). The coefficient \( R \) which is less than 1.0 is the correlation between \( Y_V \) and \( Y_{Y} \) for a random \( v \) inside \( V \).

So we change from a block to a panel in the same way as from a point support to a block. Just as we obtained:

\[ E [Z(V) \mid Z(v)] = \sum_{0}^{\phi_n} E [H_n(Y_v) \mid Y_v] = \sum_{0}^{\phi_n} r^n H_n (Y_v) = Z(v) \]

so we can obtain:

\[ E [Z(V) \mid Z(v)] = \sum_{0}^{\phi_n} (r')^n E [H_n (Y_{Y}) \mid Y_v] = \sum_{0}^{\phi_n} r^n \left( \frac{r'}{r} \right)^n H_n (Y_V) = Z(V) \]

In other words, if we know the panel grade \( V \) we also know the mean of the block grades inside the panel. It is exactly the same value. But if we know the panel grade \( V \) we can deduce the estimate of any function of \( Z(Y) \) (and hence of \( Y_{Y} \)) from it. In effect, if we assume, as usual, that the bivariate distribution of \( Y_V \) and \( Y_{Y} \) is normal then we know that given that \( Y_V = y_V \), the variable \( Y_{Y} \) has a normal distribution:

- with mean \( R y_V \) and
- variance \( 1-R^2 \).

So we can see that:

\[ E [f(Y_{Y}) \mid Z(V) = z(V)] = E [f(Y_{Y}) \mid Y_V = y_V] \]

\[ = \int f (R y_V + \sqrt{1-R^2} U) g(U) \ du \]

In particular we get the following equations for the recoverable reserves.

- ore tonnage at a cutoff grade \( z = \Phi_{(v)} (y) \):

\[ E [1_{Z(Y) \geq z} \mid Z(V)] = E [1_{Y_{Y} \geq y} \mid Y_V] \]

\[ = 1 - G \left( \frac{y - R y_V}{\sqrt{1-R^2}} \right) \]
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corresponding quantity of metal:

\[ E \left[ Z(y) \mathbf{1}_{Z(y) \geq z} \mid Z(V) \right] = E \left[ \phi_t (Y_{t}) \mathbf{1}_{Y_{t} \geq y} \mid Y_{t} \right] \]

As the block anamorphosis function is determined by its coefficients \( \phi_{n} r^{n} \), we can write, as we did in chapter 6.4:

\[ \Phi_t [Y_{t}] \mathbf{1}_{Y_{t} \geq y} = \sum_{0} q_{n} H_{n} [Y_{t}] \]

where here \( q_{n} = \sum_{0} \phi_{p} r^{p} U_{p}^{n} (y) \). So we obtain the expression for the estimated metal quantity:

\[ \sum_{0} q_{n} R^{n} H_{n} [Y_{t}] \]

To summarize, if we know the panel grade \( Z(V) \) then we can deduce the recoverable reserves from it. Then the metal at a zero cutoff grade (i.e. the grade without any selection), \( Z(y) \) will be estimated to be equal to \( Z(V) \). In practice we do not know the true value \( Z(V) \), so we can think of substituting its estimate \( Z(V)^{OK} \) obtained by ordinary kriging. In this type of uniform conditioning, where this value is being imposed on the panel, it is important that \( Y_{t} \) should be determined so as to satisfy the formula corresponding to 12–1:

\[ Z(V)^{OK} = \sum_{0} \phi_{n} (r')^{n} H_{n} [Y_{t}] \]

even if this results in a distribution for the values of \( Y_{t} \) that is not a standard normal distribution. This relation effectively guarantees the underlying quality of the method; that is, it ensures that the estimate of \( Z(y) \):

\[ E \left[ Z(y) \mid Z(V)^{OK} \right] = \sum_{0} \phi_{n} r^{n} \left( \frac{r'}{r} \right)^{n} H_{n} [Y_{t}] \]

equals \( Z(V)^{OK} \).

This method should not be confused with the other types of uniform conditioning described earlier. Compared to them, this one has clear advantages when there are problems with stationarity, even if it is not strictly rigorous.

12.3 Changing of Support at Sample Points

In this section we are going to consider a method that is generally referred to as "service variables with a change of support". Readers will know that "service variables" are additive variables that are convenient to use and that can be estimated using linear combinations in order to obtain estimates of other (non additive) variables. For example, the accumulation and the thickness of a vein can be used in 2-D to estimate the ore grade; similarly the ore tonnage and metal quantity to estimate grade; or the indicator functions
for a range of cutoffs in order to estimate the metal quantity and the grade recovered at these cutoffs. We have already seen that indicator cokriging (or disjunctive kriging, as it is also called) can be used in conjunction with non-bias conditions provided that there is no change of support involved.

The idea of this method is simple enough. It is like estimating a variable by using indirect measures. For example, in uranium mines, the $U$ grade of blocks is often estimated from radiometric measurements. To be more precise the $U$ grade $U(v) = \frac{1}{v} \int_v U(x) \, dx$ is estimated from point radiometric measures $Ra(x_\alpha)$. These are transformed into $U$ grades through a regression:

$$E \left[ U(x) \mid Ra(x) \right]$$

which is a function of $Ra(x)$, say $U[Ra(x)]$. Then we assume that $U(x)$ and $U[Ra(x)]$ are equivalent\(^1\) in order to obtain $U(v)$ by estimating $\frac{1}{v} \int_v U[Ra(x)] \, dx$ from the $U[Ra(x_\alpha)]$ (for example by kriging). Setting up the regression and then using it at the sample points presupposes stationarity. But then the kriging can be carried out with a non-bias condition. This avoids the attraction towards the (global) mean that occurs in simple kriging when the sample spacing is too wide.

Now suppose we want to estimate a quantity such as $1_{Z(v) \geq z}$ from point samples $Z(x_\alpha)$. For each data point $x_\alpha$ we shall calculate the expected value of $1_{Z(v_\alpha) \geq z}$, where $v_\alpha$ denotes the block containing $x_\alpha$. That is, we shall evaluate:

$$E \left[ 1_{Z(v_\alpha) \geq z} \mid Z(x_\alpha) \right]$$

Using the gaussian change of support model, this becomes:

$$E \left[ 1_{Y_{\alpha} \geq y} \mid Y(x_\alpha) \right] = 1 - G \left( \frac{y - r Y(x_\alpha)}{\sqrt{1 - r^2}} \right)$$

because given $Y(x_\alpha) = y_\alpha$, $Y_{v_\alpha}$ has a normal distribution with mean $\eta_\alpha$ and variance $\sqrt{1 - r^2}$. Then we obtain the estimate of $1_{Z(v) \geq z}$ that we are looking for by kriging:

$$E \left[ 1_{Z(v) \geq z} \mid Z(x) \right] = 1 - G \left( \frac{y - r Y(x)}{\sqrt{1 - r^2}} \right)$$

where $x$ denotes a point in $v$, with the point values:

$$E \left[ 1_{Z(v_\alpha) \geq z} \mid Z(x_\alpha) \right] = 1 - G \left( \frac{y - r Y(x_\alpha)}{\sqrt{1 - r^2}} \right)$$

\(^1\) This leads to problems when evaluating the estimation variance.
This leads us to estimating a variable at one point given the values of the same variable at the sample points. So we can use a non-bias condition in the kriging system.

The problem that arises then is to estimate several indicator functions, or several functions of \( Z(\nu) \), simultaneously. Instead of making a separate kriging for each of them, we can co-estimate them by using (in the gaussian model) the Hermite polynomials. In this case all the functions of \( Z(\nu) \) to be estimated, which are functions of the corresponding gaussian variable \( Y_\nu \), have to be expanded in terms of Hermite polynomials:

\[
 f(Y_\nu) = \sum_0^n f_n \ H_n (Y_\nu)
\]

We obtain the required estimates of \( E[f(Y_\nu) \mid Y(x)] \) by kriging each of the \( E[H_n(Y_\nu) \mid Y(x)] = r^n \ H_n [Y(x)] \) using the values \( E[H_n(Y_{\nu_a}) \mid Y(x_a)] = r^n \ H_n [Y(x_a)] \). This just leads back to kriging the point Hermite polynomials which can be done using a non-bias condition (though this presents the convergence problems mentioned in chapter 9.3).
Conclusion

This text presents two principal methods for estimating functions of a variable $Z(x)$ that has been sampled. These are disjunctive kriging (or cokriging indicators) and the conditional expectation. A method of estimation is designed to work well provided that certain hypotheses are respected (or if one prefers, within a particular model). So the conditional mean can be used within a multivariate normal model (that is, if the multivariate distributions are normal). Isofactorial disjunctive kriging requires a model with isofactorial bivariate distributions: bivariate normal, or gamma, or with orthogonal indicator residuals, ... In the mosaic model, indicator cokriging is equivalent to kriging each indicator separately, with the same kriging weights for each indicator. So this is a very simple algorithm. Using it when the model is not suitable, however, (e.g. if the indicator variograms are not all the same) may be foolhardy.

Another very important point to note when one wants to estimate functions such as indicators is to take account of the change of support. The estimates of $1_{Z(x)\geq z}$ and $1_{Z(y)\geq z}$, can be quite different either globally (i.e. on average over the whole region) or locally, particularly if these is a nugget effect or a micro-structure (with a short range).

The methods described allow us to estimate functions of the variable, and so they can also be used to estimate the variable itself $Z(x)$, or the regularized variable $Z(y)$, $Z(V)$ etc... If this is the only objective we have to choose whether to use a linear estimator, i.e. a linear combination of the data $\sum \lambda_z Z(x_a)$ such as kriging, or a non linear estimator such as disjunctive kriging or conditional expectation. Although kriging is, in theory, less efficient, it requires only the variogram model (or the covariance). As it requires less stringent hypotheses, it is more robust in practice. Conversely, as the underlying hypotheses for the more elaborate and theoretically better methods are stricter, there is less chance of their being satisfied. This is why kriging is used most often when we want to estimate only the variable itself.

One exception to this rule is lognormal kriging which is routinely used for estimating the in situ reserves in the South African gold mines. The term lognormal kriging covers several different lognormal estimators, each based on different assumptions concerning the lognormality, which vary depending upon whether a non–bias condition is used or not, and upon whether there is a change of support. The conditional expectation estimator of a lognormal variable falls into this family.
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