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ABSTRACT

Terrestrial gamma dose rates show important spatial variations in France. Previous studies resulted in
maps of arithmetic means of indoor terrestrial gamma dose rates by “departement” (French district).
However, numerous areas could not be characterized due to the lack of data. The aim of our work was to
obtain more precise estimates of the spatial variability of indoor terrestrial gamma dose rates in France
by using a more recent and complete data base and geostatistics. The study was based on the exploi-
tation of 97 595 measurements results distributed in 17 404 locations covering all of France. Measure-
ments were done by the Institute for Radioprotection and Nuclear Safety (IRSN) using RPL (Radio Photo
Luminescent) dosimeters, exposed during several months between years 2011 and 2012 in French dentist
surgeries and veterinary clinics. The data used came from dosimeters which were not exposed to an-
thropic sources. After removing the cosmic rays contribution in order to study only the telluric gamma
radiation, it was decided to work with the arithmetic means of the time-series measurements, weighted
by the time-exposure of the dosimeters, for each location. The values varied between 13 and 349 nSv/h,
with an arithmetic mean of 76 nSv/h. The observed statistical distribution of the gamma dose rates was
skewed to the right. Firstly, ordinary kriging was performed in order to predict the gamma dose rate on
cells of 1*1 km?, all over the domain. The second step of the study was to use an auxiliary variable in
estimates. The IRSN achieved in 2010 a classification of the French geological formations, characterizing
their uranium potential on the bases of geology and local measurement results of rocks uranium content.
This information is georeferenced in a map at the scale 1:1 000 000. The geological uranium potential
(GUP) was classified in 5 qualitative categories. As telluric gamma rays mostly come from the progenies
of the 238Uranium series present in rocks, this information, which is exhaustive throughout France, could
help in estimating the telluric gamma dose rates. Such an approach is possible using multivariate geo-
statistics and cokriging. Multi-collocated cokriging has been performed on 1*1 km? cells over the
domain. This model used gamma dose rate measurement results and GUP classes. Our results provide
useful information on the variability of the natural terrestrial gamma radiation in France (‘natural
background’) and exposure data for epidemiological studies and risk assessment from low dose chronic
exposures.

© 2014 Elsevier Ltd. All rights reserved.

Abbreviations: GUP, Geological uranium potential; TGDR, Indoor telluric gamma dose rates; LMC, Linear model of coregionalization; MCCK, Multi-collocated cokriging;
OK, Ordinary kriging; WMM, Arithmetic mean of measurements at the same location, weighted by the time exposure of the dosimeters.
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1. Introduction

Natural sources account for most of the population exposure to
ionizing radiation. In particular, radon decay products and gamma
rays emitted by terrestrial natural radionuclides found in the soil
and in building materials contribute heavily to the dose. In France,
natural sources that account for exposure to environmental radia-
tion include radon (43%), terrestrial gamma rays (14%), cosmic rays
(8%), and water and food (7%) (Rannou et al., 2006). The exposure is
variable due to geographic location, housing characteristics, season,
etc.

Terrestrial gamma radiation is emitted from naturally occurring
radioisotopes, such as “°K and the radionuclides from the 238U and
232Th series and their decay products. The levels of terrestrial
gamma radiation are related to geology and uranium, thorium and
potassium content of the rock from which the soils originate in each
area. Indoor gamma dose rates may vary with geology, building
materials, housing type and building period (Hatakka et al., 1998;
Lyogi et al., 2002; Idrish Miah, 2001, 2004; Quindés Poncela et al.,
2004, Rannou et al., 1984; Sundal and Strand, 2004; Szegvary
et al.,, 2007).

In France, the study of Billon et al. (2005) allowed estimates of
the French population's true exposure to natural ionizing radiation.
The study provided a statistical description of the exposure and
maps of arithmetic means of indoor radon concentrations, indoor
and outdoor terrestrial gamma dose rates, and effective doses due
to cosmic radiation, by “departement” (French district). The expo-
sure indicators were corrected to reduce their variations due to
several factors that influence measurements. In that study, 8737
indoor terrestrial gamma dose rate measurements yielded an
average dose rate of 55 nSv/h (SD, 18 nSv/h), which ranged from 23
to 96 nSv/h over the 59 districts. There were also 5294 outdoor
terrestrial gamma dose rate measurements with an average dose
rate of 46 nSv/h (SD, 15 nSv/h), which ranged from 25 to 85 nSv/h
over the 38 districts. These results provided useful exposure in-
dicators of French population and allowed identifying areas with
important variations. Nevertheless, numerous areas could not be
characterized due to the lack of data (measurements available for
only two-thirds of the country) and precise estimation of the
spatial variability of indoor terrestrial gamma dose rates could not
be obtained.

The spatial interpolation methods, including geostatistics, have
been developed for and applied to various disciplines. Ordinary
kriging and cokriging are two geostatistical techniques used to
create continuous maps of spatially autocorrelated attributes. These
techniques have been commonly used in environmental sciences,
soils sciences, medical/health sciences and have been sometimes
compared for spatial interpolation of data (Carter et al., 2011;
Goovaerts, 1999, 2011; Knotters et al., 1995; Liu et al., 2006;
Moral, 2010; Oliver et al., 1998). These geostatistical techniques
can also be applied to map natural or artificial radioactivity (Baume
et al., 2011; Buttafuoco et al., 2010; Caro et al., 2013; Dubois et al.,
2007; Guagliardi et al., 2013; Guastaldi et al., 2013; Mabit and
Bernard, 2007; O'Dea and Dowdall, 1999; Sanusi et al., 2014;
Szegvary et al, 2007). Ordinary kriging (Sanusi et al, 2014;
Szegvary et al., 2007) and more rarely cokriging (Guastaldi et al.,
2013) have been used in recent studies for interpolating gamma
radiation levels.

The aim of our work was to obtain better indicators of the spatial
variability of indoor terrestrial gamma dose rates in France by using
more recent and complete data, and geostatistics. The study was
based on 97,595 measurement results distributed in 17,404 loca-
tions covering the whole French territory. Measurements were
done by the Institute for Radioprotection and Nuclear Safety (IRSN)
using RPL (Radio Photo Luminescent) passive dosimeters, exposed

during several months between 2011 and 2012, in French dental
surgeries and veterinary clinics. The results used came from do-
simeters which were not exposed to anthropic sources. Moreover,
the IRSN developed in 2010 a map of the uranium potential of
French geological formations, on the basis of geology and local
measurement results of rocks uranium content. The geological
uranium potential (GUP) was classified in 5 qualitative categories.
As telluric gamma rays mostly come from the progenies of the 238U
series present in rocks, this information, which is exhaustive
throughout France, has also been used for estimating the telluric
gamma dose rates.

2. Materials and methods
2.1. Data source: results of indoor gamma dose rate measurements

For this study, data has been provided by the LDI (Laboratoire de
Dosimétrie de I'IRSN). The data were collected between 2011 and
2012, as part of the routine monitoring of French dentist surgeries
and veterinary clinics. The dosimeters were not exposed to an-
thropic radioactive sources and thus reflect the background of the
gamma radiations in buildings. The dosimeters were the RPL
technology (Radio Photo Luminescent) where RPL refers to the
luminescence arising through interaction with ionizing radiation
and induced to emission by the action of ultraviolet light. The de-
tector is a silver-doped glass of phosphate. The luminescent prop-
erties of the glass derived from a very small concentration of doping
agents (silver ions) where Ag + acts as traps for both electrons and
positive holes. These traps are metastable, so that stimulation with
ultraviolet light causes the electrons in the traps to move to an
energy level above their state and to return to it with the release of
luminescence in visible range. The intensity of this luminescence is
directly proportional to the dose received. A combined system of 5
different filters allows to compare doses from beta, X and gamma
radiation. The principal advantage comes from the fact that since
the traps are metastable, the signal is not erased by the read-out
procedure but remains indefinitely, allowing the measurement to
be reproduced. It has very low fading and low sensitivity to the
environmental temperature. Nanto et al. (2011) and Ranogajec-
Komor et al. (2008) indicate that RPL dosimeters, commonly used
for personal monitoring, are also suitable for monitoring environ-
mental and ambient radiation. After reading and processing with a
special algorithm, measurements count the absorbed dose of
gamma radiation received during the total time exposure of the
detector with an accuracy of 20%.

LDI data are usually related to monthly and quarterly mea-
surements which correspond to the workers chronological follow-
up. In order to harmonize those measurements and study a gamma
dose rate, all the data have been divided by the corresponding time
exposure which lies between 20 and 180 days. The data base counts
98 858 measurements distributed at 17 420 locations in France
(Fig. 1). The density of measurement sites is variable, with clusters
of measurements in the biggest cities. Areas where few measure-
ments are available correspond to the areas with the lowest pop-
ulation density. All locations do not have the same number of
measurements (the number varies between 1 and 29). More than
90% of the data is constituted of quarterly measurements and on
average there are 6 measurement results per location.

2.2. Auxiliary information: uranium potential of geological
formations

The IRSN achieved in 2010 a classification of French geological
formations, characterizing a uranium potential on the bases of
several criteria such as geology and local means of uranium content
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(Ielsch et al., 2010). This information is georeferenced in vectored
polygons of a 1:1 000 000 geological map. The geological uranium
potential (GUP) has been classified into 5 qualitative categories
from 1 for the rocks containing less uranium up to 5. As telluric
gamma radiations mostly stems from the progenies of the 238U
series present in rocks, this type of information, which is exhaus-
tively known for the whole of France, could provide a basis for
estimating telluric gamma dose rates.

2.3. Calculating natural terrestrial gamma dose rate

Measurements merge the different contributions of terrestrial
and cosmic gamma dose rates. The self-effect which is the response
of the dosimeter in a zero-radiation environment, has not been
taken into account. Indeed, its value can be considered negligible
compared to the accuracy of the dosimeter. The artificial radiation
contribution, which directly comes from the presence of 3’Cs in
soils after nuclear weapon tests and nuclear power plant accidents,
was also considered negligible. At ground level, the cosmic radia-
tion is mainly coming from muons. According to the UNSCEAR
report (2008), exposure to cosmic rays is strongly dependent on
altitude while variation with latitude is small, about 10% between
equator and high latitudes.

Estimation of cosmic gamma dose rates at the different mea-
surement locations were calculated using the formulas published
in the UNSCEAR Report (2008) from Bouville and Lowder (1988):

E;(2) = E1(0).[0.21e7164% . 0.79e°-45282] (uSv/y>,

with the mean dose rate at sea level, E; (0) equals to 240 pSv/y and
z, the altitude in km.

Those estimates have then been subtracted from the RPL
measured values in order to keep the natural terrestrial part of the
gamma radiations.

2.4. Outliers removal

Outlying values which do not reflect the global trend of the
other measurements were identified at various locations. In a first
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Fig. 1. Distribution of the 17 420 measurements locations over French territory.

approach, the highest values exceeding the threshold of 300 nSv/h
were studied carefully. Comparisons between the measured values
at a given location and at neighboring locations were done. The
effects of local statistics (in a spatial neighborhood) and geology
were also taken into account. Finally 19 values at 9 sites were
removed. In order to take care of other inconsistencies, a filter was
designed. All differences between measurements of the same
location were computed; when two data differed from each other
by more than 50 nSv/h, the sample value farthest from the median
was removed. This procedure led to the exclusion of about 1% of the
total number of measured values and it removed completely 15
locations.

2.5. Time variations of indoor gamma dose rate measurements

The data base provides different measurements for each loca-
tion during the period 2011—-2012. Fluctuations were observed in
time-series without particular trend, which might be due to low
seasonal variations of the gamma dose rates, varying time-
exposure of the dosimeters or dosimeter precision. As the num-
ber of measurements per location differed, it appeared necessary to
find a relevant process for estimating a single and representative
value of the gamma dose rate for each location. A mathematical
model was built considering each measured value as a combination
of two terms: one spatial component (free of time-variation and
depending only on the location) and a random time-varying
component (assumed to be spatially and temporally uncorre-
lated). This model allowed estimating the experimental variogram
of the constant-in-time component of the measurements, avoiding
the support-effect (due to the differences of the dosimeters' time-
exposure) and taking into account the intrinsic variability of each
time-series. Results showed that the shape of this particular var-
iogram was very similar to the one computed experimentally with
the arithmetic means of measurements weighted by the time-
exposure of the dosimeters (WMM). Finally this model showed
that differences of support and time-series fluctuations were
negligible with regard to spatial variability. Thus the WMM was
considered as a single and representative value of the gamma dose
rate at each location.

2.6. Spatial distribution of data and declustering

The spatial density of measurements was not constant over the
domain. More than 50% of the data were clustered in few areas and
the largest clusters corresponded to the major cities of the country
(Fig. 1). A declustering procedure was needed to reduce the influ-
ence of densely sampled areas. A moving window approach was
thus designed to weigh each observation relatively to the number
of available samples. The size of this moving window was calibrated
considering the average distance between samples, which was
between 10 and 25 km. After several tests, a moving window size of
10*10 km? was retained.

2.7. Geostatistical analysis

2.7.1. Ordinary kriging

Ordinary Kriging (OK) is the estimator used in geostatistics for
estimating values at unsampled locations and is one of the most
frequently used functions for mapping environmental data. The
term “regionalized variable” is used to designate a numerical
function z(x) that is dependent on the spatial location x. In order to
quantify and model the spatial variability, geostatistics use specific
tools such as the experimental variogram. Several types of math-
ematical models allow fitting the corresponding experimental
function. A variogram model can then be fitted through the choice
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of different parameters such as the nugget effect, the sill and the
range. Once a variogram model has been chosen, the kriging system
allows predicting values at unsampled locations. The interpolation
of an unknown value Z(xy) at point xg is seen as a linear combi-
nation of the nearby measurements Z(x;):

N
Z(x0) = > 4Z(x;)

i=1

The weights ; of the linear combination depend on the distance
|x; — xo| and the degree of variability expressed by the variogram
model.

OK represents the Best Linear Unbiased Estimator (BLUE), as it
ensures a zero mean for the estimation error and it minimizes the
estimations variance (Var(z*(xp)—z(xo)). We refer the reader to the
standard literature in the field; see, e.g.; Chiles and Delfiner (2012)
for details.

2.7.2. Multi-collocated cokriging

Multivariate geostatistics is used to take advantage of structural
relations between variables. These relations can be used to improve
the estimation of one variable by introducing data from others. A
multivariate structural model, such as the linear model of cor-
egionalization (LMC) is needed to this aim. After modeling, the
cokriging system, taking the example of only one additional vari-
able Z,, allows using data of both variables Z; and Z, for predicting
values at unsampled locations of Z;. The prediction of Z; at point xq
is performed with a linear combination of the nearby measure-
ments of Z; (x;) and Z,(x;):

Zi(x0) = Y MiZa () + D MaiZa(X)
S1 S2

The weights 2; and 2,; depend on the distance |x; — xo| and the
structure of the variogram and cross-variogram model. S; and S,
are the two sets of locations where the variables Z; and Z, are
respectively known.

The improvement obtained over the ordinary kriging is sub-
stantial if the correlation between the two variables is high, and if
the auxiliary variable is densely sampled. The cokriging system can
then become large, and simplifications are useful. The most com-
mon simplifications were reviewed in Rivoirard (2004). In the
multi-collocated cokriging the auxiliary variable is used only where
the target variable is available and at the current point to be esti-
mated. This special procedure is usually an approximation of the
original cokriging commonly used. However, it has been shown in
Rivoirard (2001) that this procedure is exact when joint structure of
the two variables is such that the cross-covariance is proportional
to the covariance of the auxiliary variable.

3. Results
3.1. Exploratory data analysis

3.1.1. Global statistics of indoor telluric gamma dose rates

Considering the WMM, the number of indoor telluric gamma
dose rates (TGDR) observations was 17 404, corresponding to the
number of measurement sites, after the outliers removal. The
observed statistical distribution of the data was skewed to the right
(Fig. 2). The levels varied between 13 and 349 nSv/h, with a mean of
76 nSv/h and a median of 70 nSv/h. The bulk of the values varied
between 20 and 120 nSv/h. The relative standard deviation (RSD)
was equal to 0.44, showing that the values were moderately scat-
tered around the mean.

An arithmetic mean of TGDR was calculated for each “departe-
ment” (administrative unit in France), considering the WMM ob-
tained at each location (Fig. 3). These values lay between 39 and
155 nSv/h. Higher gamma dose rates were generally observed in
areas characterized by Hercynian granitic rocks, such as in the
“Massif Armoricain”, the “Massif Central” and in Corsica.

3.1.2. Global statistics considering the geological uranium potential
The auxiliary variable, the geological uranium potential (GUP) is
categorical and represents qualitative information. Therefore, in
order to compare it with TGDR and to use it in cokriging, it was
necessary to transform it as a quantitative variable. As it is usually
done in this case (Jeannée and De Fouquet, 2003), the means of the
TGDR per classes of GUP were considered. The global statistics of
indoor gamma dose rates per class of GUP (Table 1, Fig. 4) showed
that these gamma dose rates were quite scattered in each class,
nevertheless the mean, the median and the frequency of higher
values increased accordingly to the GUP until class {4}. The statis-
tics observed for class {5} were quite similar to that of class {4}. This
could be related to the low number of data available for this class.

3.2. Modeling and kriging

3.2.1. Ordinary kriging of indoor telluric gamma dose rates

The experimental variogram considered for the study was ob-
tained by declustering the data with a moving cell of 10*10 km?.
Considering the width of the domain studied and the high number
of samples available, the variogram model has been fitted up to a
lag of 125 km. Indeed considering a circular area of 100 km radius,
at least 100 neighbor samples were available, everywhere in the
domain, even in the areas with the lowest sampling density. The
experimental variogram did not vary with direction which led to
choosing an isotropic variogram model. Comparison of different
models was done by leave-one-out cross validation. The prediction
efficiency of different models was compared statistically, over the
whole domain and through different selections, on the basis of the
error and the standardized error of data re-estimation. The best
results led to a nested variogram model of 3 spherical structures

Number of data 17404
Minimum (nSv/h) 13
0.15
1st. Quartile (nSv/h) 52
Median (nSv/h) 70
2 Mean (nSv/h) 76
2 o0.10
) 3rd Quartile (nSv/h) 94
o
o
w Maximum (nSv/h) 349
St. Deviation (nSv/h) 33.7
0.05 Variance (nSv/h)? 1136.5
RSD 0.44
0.00
100 200 300

Telluric Gamma dose rates (nSv/h)

Fig. 2. Histogram of the WMM (arithmetic gamma dose rate means weighted by the
dosimeters' time-exposure) and global statistics. RSD: relative standard deviation.
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Fig. 3. Arithmetic mean of the indoor telluric gamma dose rates for each “departe-
ment” (administrative unit in France).

with a nugget effect of 310 (nSv/h)? and a total sill of 879 (nSv/h)?
(Fig. 5). The ratio of nugget effect over total sill variance was about
35%, which indicated that the TGDR had a modest spatial
continuity.

OK was performed in order to predict an averaged gamma dose
rate on cells of 1*1 km?, all over the domain. The neighborhood
used for the estimation was a circular area of 100 km radius, divided
into 4 sectors (20 nearest samples for each one). The optimal
number of samples used was 80. The prediction map obtained
(Fig. 6) showed that the range of the values varied from 28 to
230 nSv/h. This range was more restricted than the measured data,
as a consequence of the smoothing properties of kriging. The
standard deviation of the kriging error was clearly driven by the
samples density. The lowest value (about 2 nSv/h), was reached in
the most clustered areas and the highest (20 nSv/h) occurred in the
largest gaps of data.

3.2.2. Multi-collocated cokriging: using auxiliary information

Cokriging methods allow using an auxiliary variable linked to
the one of interest. The information brought by the GUP was used
as an auxiliary variable in MCCK models. Depending on the corre-
lation between both variables and also on data configuration, the
estimation of TGDR could benefit from this secondary information.
The best correlation between gamma dose rates and their mean per
class of GUP was obtained through the declustered data. It also
turned out that grouping classes {4} and {5} had no influence on the
correlation coefficient which was equal to 0.44. Moreover, a small
number of samples was available in each of the classes. Therefore,
classes {4 + 5} were grouped into a unique category.

In case of cokriging two variables, the experimental model to be
fitted is composed of two simple variograms and one cross-

Table 1
Global statistics of indoor telluric gamma dose rates per class of GUP.
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Fig. 4. Distribution of the telluric gamma dose rates per classes of geological uranium
potential (GUP).

variogram (Fig. 7). As in the previous estimation by OK, isotropic
models were fitted using empirical estimate at distances up to
125 km. Through different cross validation results, a nested model
combining a nugget effect and spherical structures was chosen
(Table 2). The previous model chosen for the TGDR in OK prediction
was preserved at best. Multi-collocated cokriging (MCCK) was
performed on 1*1 km? cells, over the whole domain, using the same
neighborhood as for OK. Estimated values varied from 28 to
229 nSv/h (Fig. 8). The standard deviation of the estimation error
was dependent on the sampling density as for OK model. The
standard deviation of MCCK is necessarily lower or equal to the OK
standard deviation.

4. Discussion
4.1. Ordinary kriging and multi-collocated cokriging comparison

4.1.1. Behavior of estimation maps and comparison of results

The comparison between the prediction maps obtained with OK
or MCCK present similar results (Figs. 6 and 8). The regions char-
acterized by the highest gamma dose rates (from 120 to 230 nSv/h)
are well known to be generally granitic or metamorphic areas:
“Massif Armoricain” in the North-West, “Vosges” in the North-East,
“Massif Central” in the center, “Pyrenees” in South-West and Cor-
sica. The lowest values (from 28 to 50 nSv/h) are observed in the
“Bassin Parisien”, in North of France and along the Rhone Valley
which goes down until the Mediterranean coast. As both estimation
maps are quite similar, their prediction efficiency has been evalu-
ated through cross-validation. The comparison criterion selected

GUP Number of data Rank mean Mean (nSv/h) Median (nSv/h) Variance (nSv/h)? Minimum (nSv/h) Maximum (nSv/h)
{1} 7244 7299 66 61 682 13 218
{2} 8826 9180 77 72 897 13 227
{3} 975 12 683 105 99 1451 21 288
{4} 279 14 543 129 123 2731 32 349
{5} 80 14 260 123 117 1874 37 264
{4 +5}) 359 14 480 128 121 2555 32 349
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Fig. 5. Omnidirectional variogram of indoor telluric gamma dose rates; model fitted
for OK and parameters of the model.

was the mean square error (MSE') which measures the average
squared difference between the true values Z(x) and the predicted
ones Z* (x). Although the difference between models was really low,
about 0.5%, the different results of MSE allowed appreciating the
improvements of MCCK (Table 3). Moreover, considering a
10*10 km? moving-cell declustering process, the MCCK allowed
decreasing 2.2% of MSE, relatively to the OK. This last declustering
allowed reducing the influence of clusters in the cross validation
results, i.e. it allowed spatially averaging errors, avoiding the
weight introduced by the irregular density of samples among the
domain. The re-estimation of known data has been done over a
spatial regular selection of samples taken from the initial data base.
This selection named GS_10 has been made by taking randomly one
unique sample per cell of 1010 km? among the domain, avoiding
thus any cluster of data. Re-estimating such a spatially-regular se-
lection, on the basis of the whole known data base, allowed
appreciating the MSE's relative improvement of MCCK over OK,
which was about 2.1% (Table 3). Finally those results showed that
globally over the domain, MCCK is generally more efficient than OK.

4.1.2. Comparison through random selections

The information brought by the GUP could be hidden by the
high number of samples initially contained in the data base.
Therefore, it was tested to re-estimate different selections by cross
validation, reducing the number of known data. The cross valida-
tion was performed, re-estimating different GS_10 selections of
samples. Those selections were made, as previously, taking
randomly one unique sample per cell of 10 x 10 km? within the
domain, avoiding clusters. In order to reduce fictitiously the num-
ber of known data for the re-estimation, different selections named
S_25% were created. Those S_25% selections, used to represent
different cases of sparsely sampled domains, were 25% of randomly
selected samples within the initial data base. The results obtained
showed that the relative MSE improvement of MCCK over OK var-
ied from 1.6 to 5% (Table 3).

T MSE = 1/NZ?’,1 Zx) -Z" (x)]z, Where N is the number of samples selected in
the cross-validation process.
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Fig. 6. Estimation map of the indoor telluric gamma dose rates over French country,
from OK.

4.1.3. Regional analysis

The maps of both estimations (Figs. 6 and 8) were compared at a
regional scale. Some differences could be visually observed: for
example the map from MCCK was more detailed in some areas,
stamped by the map of GUP (Fig. 9). Comparisons of the regional
MSE was also done, with cross validation of the whole data base.
For 16 administrative regions over a total of 22, the relative dif-
ferences between OK and MCCK were lower than 1% and consid-
ered as non-relevant. For 6 regions, the results showed a difference
above 1% (Table 4). For four regions the MCCK allowed improving
the estimation. Furthermore, the MCCK improved the MSE of most
of the regions concerned by moderate-to-high gamma dose rates.
One exception is Corsica: the different behavior stems from the fact
that geographically Corsica is quite away from the rest of France
and that the global modeling could then be less representative for
this region; moreover few measurements are available for the is-
land. However, the results showed that globally the MCCK model
gave a better estimation and allowed designing more realistic
outlines in the estimation map.

4.14. Comparison through the geological uranium potential classes

The difference of estimation ZOK — ZMCCK \yas calculated for the
different GUP classes. The results showed that the mean of the
difference was increasing with GUP classes. Considering GUP
classes {1} and {2}, the difference was quite low and well balanced
around zero. For the GUP classes {3} and {4 + 5}, the estimation
obtained by MCCK was higher than the one obtained by OK. A
cross-validation process was performed for both models with
respect to each class of GUP. For the class {4 + 5}, MCCK allowed
improving the MSE by 4.3% relatively to the OK (Table 5). In the
other classes, an improvement by MCCK was also observed, in spite
of really low gain. Those results seem to confirm what had been
observed with the regional analysis: the MCCK model provided a
better estimation than the OK model in areas with high gamma
dose rates.

4.2. Contribution of the study

This study yields new results on French population exposure to
indoor terrestrial gamma rays, based on a recent and more com-
plete data base than in earlier studies (Billon et al., 2005; Szegvary
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Fig. 7. Omnidirectional variograms and cross variogram for the indoor telluric gamma dose rates (TGDR) and the mean per classes of geological uranium potential (UP).

et al, 2007). When compared to earlier results, some differences
can be observed: the range of TGDR reaches higher values (13 and
349 nSv/h) and the mean (76 nSv/h) is higher. Moreover, the
comparison of the maps of the mean TGDR for each “departement”
(French district) obtained in the present study and by Billon et al.
(2005) shows similar global spatial variations with, nevertheless,
some differences: our results exhibit higher means for some
“departements” (values globally ranging between 39 and 155 nSv/
h) and furthermore the whole territory could be covered. The study
of Billon et al. (2005), based on 8737 results, shows an average dose
rate of 55 nSv/h, with measurements ranging from 23 to 96 nSv/h
over 59 “departements”.

Compared to statistical analysis, estimates realized by geo-
statistical methods have brought more precise indicators of the
spatial variability of TGDR. The maps allow highlighting different
“hot spots”, avoiding unrealistic descriptions at subdivision borders
such as administrative units. The intrinsic variability of the phe-
nomenon can be appreciated through the whole domain and
moderate to high variations at low distances can be observed.
Nevertheless, the models, as all kriging models, tend to smooth the
data as prediction maps obtained in the present study showed

Table 2

values varying between 28 and 230 nSv/h, while measured levels
range between 13 and 349 nSv/h.

Geostatistical analysis was used in a previous study (Szegvary
et al., 2007) to realize European maps of terrestrial gamma dose
rate based on routine monitoring data. For France, outdoor mea-
surement results from a network of 168 stations were used. The
results showed levels ranging between 0 and 180 nSv/h for Europe.
Our results are globally consistent with the main “hot spots”
observed in the “Massif Central” and “Bretagne” on these European
maps. Considering the differences of mapping scale and of data
base used for France, our results allow estimating with more ac-
curacy spatial variations of terrestrial gamma dose rates. The higher
levels observed in the present study can be explained by differences
in the network density, the location of measurements (indoor of
outdoor) and the type of dosimeters used.

5. Conclusions

The aim of our work was to obtain more precise estimates and
maps of the spatial variability of indoor terrestrial gamma dose
rates in France by using two recent and more complete data

Parameters used in the multilinear model adjusted through the Linear model of coregionalization constraints.

Variograms Nugget effect Spherical range (km) 2  Spherical range (km) 6.5 Spherical range (km) 12  Spherical range (km) 30 Spherical range (km) 137
Sill Sill Sill Sill Sill Sill
Telluric gamma 310 84 1 47 1 438
dose rates
Mean/classes 5 0 63 13 49 73
of GUP
Cross variogram -5 0 7 16 0 145
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Fig. 8. Estimation map of the indoor telluric gamma dose rates over French country,
from MCCK.

bases and geostatistics. The study was based on 97 595 mea-
surements results at 17404 locations covering the whole of
France and a map of geological uranium potential. Two geo-
statistical methods were compared to obtain the best estimation.
Ordinary kriging used the initial data base of measurements
while multi colocated co-kriging offered the possibility to

combine a secondary variable, the geological uranium potential,
known exhaustively over the domain. The models were applied
to predict the average indoor telluric gamma dose rate on cells of
1*1 km?.

The measurement results of TGDR showed that the arithmetic
mean of measurements at the same location, weighted by the do-
simeters time exposure, varied between 13 and 349 nSv/h, with a
mean of 76 nSv/h and a median of 70 nSv/h. An arithmetic mean of
the gamma dose rates was calculated for each “departement”
(administrative unit in France), and these mean values ranged be-
tween 39 and 155 nSv/h. Higher gamma dose rates were generally
observed in areas where Hercynian granitic rocks are observed,
such as in western (“Massif Armoricain”), in the central (“Massif
Central”) France and in Corsica.

The means of TGDR per class of geological uranium potential
were considered for the multi colocated co-kriging model. The
gamma dose rates distributions in each class of geological uranium
potential showed that the mean of each category increased
accordingly to the GUP class.

Estimation models (OK and MCCK) provided relatively similar
results. The prediction maps obtained showed that the range of the
values varied from 28 to 230 nSv/h. The results allowed appreciating
the improvements of MCCK, particularly by comparing estimates at a
regional scale. This model gave a better estimation for most of the
regions concerned by moderate-to-high gamma dose rates.

The present work provides new results on the French popula-
tion exposure to indoor terrestrial gamma rays, based on two
recent and more complete data bases. The estimates realized by
geostatistical methods bring more precise indicators of the spatial
variability of TGDR.

Table 3
Comparison of MSE's results from different cross-validations using different selections of data.*: the statistical results used a declustering process within a moving cell of
10 x 10 km?,
Re-estimated data Selection of known values for the estimation MSE (nSv/h)? Relative improvement of MCCK
Selection Number of measurements Selection Number of measurements OK MCCK
ALL 17404 ALL 17404 409 407 0.5%
ALL* 17404 ALL* 17404 510 499 2.2%
GS_10-1 2743 ALL 17404 483 473 2.1%
GS_10-3 2739 S_25%-1 4248 441 419 5.0%
GS_10-4 2739 S_25%-2 4407 387 381 1.6%
GS_10-5 2733 S_25%-3 4382 373 362 2.9%
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Fig. 9. Estimation differences at regional scale: example of the region ‘Auvergne’, with the OK estimation (left) versus the MCCK estimation (right).
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Table 4
Comparison of MSE's results from regional cross-validations.

Re-estimated data Selection of known values for the MSE (nSv/h)? Relative improvement of MCCK
estimation
Selection Number of measurements Selection Number of measurements OK MCCK
Auvergne 305 ALL 17404 853.1 833.0 2.4%
Bourgogne 434 ALL 17404 527.9 520.2 1.5%
Bretagne 1019 ALL 17404 577.5 563.9 2.4%
Limousin 206 ALL 17404 702.0 692.3 1.4%
Basse Normandie 321 ALL 17404 317.6 3219 —1.4%
Corse 63 ALL 17404 1266.0 1296.4 —2.4%
Table 5
Comparison of MSE's results from cross-validations considering the GUP classes.
Re-estimated data Selection of known values for the estimation MSE (nSv/h)? Relative improvement of MCCK
GUP Number of measurements Selection Number of measurements OK MCCK
{1} 7244 ALL 17404 318 318 0.0%
{2} 8826 ALL 17404 399 398 0.3%
(3} 975 ALL 17404 796 795 0.1%
{4 + 5} 359 ALL 17404 1451 1389 4.3%

These results could provide useful guidance for the identifica-
tion of areas with high levels of natural radiation and radon, for the
evaluation of the natural radiation background, for the estimation
of the exposure to natural ionizing radiation, or for epidemiological
studies and risk assessment from low dose chronic exposures.
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